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Prof, Université catholique de Louvain

Benjamin, DEWALS Examinateur
Prof, Université de Liège
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Résumé

Les digues fluviales (i.e., levées) sont d’importants ouvrages hydrauliques construits le long des riv-
ières et des canaux pour protéger les zones inondables de la submersion. Cependant, de nombreux
événements de rupture de digues ont été observés et les inondations qui en résultent se sont révélées
être plus dévastatrices que des inondations naturelles. Ces ouvrages peuvent en effet subir plusieurs
sollicitations entraînant la formation de brèches et leur expansion jusqu’à rupture de la digue. En
particulier, sous l’effet de la surverse qui a été identifiée comme étant l’une des principales causes
de rupture de digues fluviales. La modélisation numérique peut contribuer à la gestion du risque
inondation et aider à améliorer la résilience des communautés face à cet aléa. Cependant, une pré-
diction précise de la dynamique de brèche est nécessaire pour estimer le débit de brèche et l’étendue
des inondations qui en résulterait. Néanmoins, la modélisation de la formation de brèches dans les
digues fluviales présente plusieurs défis, principalement liés à une compréhension limitée des pro-
cessus physiques et leurs interactions complexes. De plus, les recherches ont pendant longtemps
été consacrées au développement de modèles de rupture de barrages (digues frontales), qui ne sont
pas adaptés à la simulation de la rupture d’ouvrages linéaires.

Les objectifs de ce travail de recherche sont, d’une part, d’améliorer nos connaissances sur les
processus physiques associés à la rupture de digues fluviales par surverse et, d’autre part, d’améliorer
la fiabilité des approches de modélisation actuelles. Dans un premier temps, des expériences ont été
réalisées au Laboratoire National d’Hydraulique et d’Environnement (LNHE) d’EDF R&D et afin de
clarifier les processus d’érosion d’une digue homogène non cohésive en présence d’un lit mobile
dans le canal principal, les fondations de la digue et la plaine inondable. Le débit et la largeur du
canal principal ont également été modifiés au cours des tests afin de mettre en évidence leur influ-
ence sur la progression de la brèche et le débit qui en résulte. Par la suite, des travaux numériques
ont été menés en utilisant deux stratégies de modélisation différentes. D’une part, une approche
de modélisation simplifiée qui a été développée dans le module hydrodynamique TELEMAC-2D du
logiciel TELEMAC-MASCARET. À cet effet, plusieurs modèles de brèche ont été implémentés dans
TELEMAC-2D, y compris des lois empiriques simples et des équations plus sophistiquées comme le
modèle de brèche RUPRO développé à l’INRAE. D’autre part, une approche de modélisation détail-
lée a été étudiée en utilisant le module hydrodynamique (TELEMAC-2D) et le module morphody-
namique (SISYPHE/GAIA). Dans ce contexte, de nouvelles équations de transport sédimentaire par
charriage ont été mises en œuvre et la modélisation de la rupture de pente a été adaptée à l’état de
l’art actuel. Les mesures en laboratoire et les données d’expériences terrain ont permis d’analyser les
deux approches de modélisation et ont permis de fournir d’intéressantes indications pour de futures
études sur des sites réels.

Mots-clés:

Digues fluviales, surverse, brèche, modélisation physique, modélisation numérique.



Abstract

Levees (i.e.,fluvial dikes) are important hydraulic structures built along rivers and channel banks to
protect surrounding areas from inundations. However, several levee failure events were reported
to bring exacerbated damages compared to natural floods. Indeed, these structures may experience
several solicitations resulting in breach formation and expansion, overtopping being the most com-
mon cause of levee failure.

Numerical models can support flood risk management and improve populations’ preparedness.
However, an accurate prediction of breach dynamics and outflow discharge is essential to simulate
possible inundations extent and corresponding flood maps. Nevertheless, levee breach modeling
presents significant challenges related to complex physical processes and their poorly understood in-
teractions. In addition, most past research efforts were dedicated to developing dam-breach (frontal
dikes) failure models, which are not adapted to fluvial dike breaching.

The main goals of this research work are to improve the knowledge about the physical processes
associated with overtopping induced levee failure on the one hand and increase the accuracy of ac-
tual modeling approaches on the other hand. First, experimental investigations were performed at
the National Laboratory for Hydraulics and Environment (LNHE) of EDF R&D and aimed to clarify
the erosion processes of a non-cohesive homogenous levee in the presence of a movable bed in the
main channel, dike foundation, and floodplain. Main channel discharge and geometry were also
varied through tests to highlight their influence on breach spacial progression and resulting dis-
charge. Then, numerical investigations were conducted using two different modeling strategies. On
the one hand, a simplified two-dimensional breach modeling approach was developed within the
hydrodynamic module TELEMAC-2D of the open-source TELEMAC-MASCARET software. Vari-
ous breach models were implemented in TELEMAC-2D, including simple empirical laws and more
sophisticated equations like the RUPRO breach model developed at INRAE. On the other hand, a de-
tailed physically-based approach was studied using the hydrodynamic module (TELEMAC-2D) and
morphodynamic module (SISYPHE/GAIA). In this context, new sediment transport equations were
implemented, and slope failure modeling was adjusted to the state of the art. Laboratory measure-
ments and field experimental data helped analyze both modeling approaches and provided relevant
indications to support actual field studies.

Keywords:

Fluvial dikes, levees, overtopping, breaching, physical modeling, numerical modeling.
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Introduction

Les digues fluviales ont pour vocation de protéger, contre les inondations, les populations

établies aux abords des cours d’eau et leurs intérêts tels que des logements, terres agricoles

et sites industriels parfois très sensibles. Cependant, ces ouvrages hydrauliques sont exposés

aux aléas d’érosion et plus particulièrement au risque de rupture par surverse engendrant

des inondations aggravées. La modélisation physique et numérique, de ce phénomène revêt

d’un intérêt majeur pour l’anticipation, la gestion et la prévention du risque d’inondations

dans les zones protégées. Mais les travaux sur la rupture de digues fluviales sont récents

et les recherches pour comprendre ses mécanismes physiques et pour améliorer la fiabil-

ité des modèles numériques demeurent nécessaires. L’objectif de ces travaux de thèse est,

d’une part, d’enrichir les connaissances actuelles des processus physiques qui régissent la

rupture de digues fluviales par surverse et, d’autre part, d’améliorer et de développer dans

le système TELEMAC-MASCARET les stratégies de modélisation de ce phénomène dans le

but de présenter un modèle fiable et adapté aux applications terrain.
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General context

Flooding is a dangerous global hazard threatening populations’ lives and assets worldwide (Fig.1).
Among the various causes of flooding, heavy rainfall events and melting snows may cause surface
floods in poor drainage lands or fluvial floods when rivers’ water supply increases. On the other
hand, hurricanes and extreme tidal conditions can carry seawater onshore and induce coastal floods.
Such events resulted in unmitigated damages during the last century, with socio-economic effects
(e.g., high potential of human fatalities, spread of diseases due to contaminated water, destruction
of properties and infrastructures) and environmental effects such as the destruction of ecosystems.
Data reported by Tellman et al. (2020) highlighted an increase of 24% in the proportion of people
exposed to the risk of flooding between 2000 and 2015. Furthermore, Figure 2 shows the prediction
of a continuous increase in flood exposure by 2030. In addition, Hirabayashi et al. (2013) presented
results of 11 climate models for the year 2100 that predicted an aggravation of flood frequency and
magnitude due to climate change, massive urbanization, and increasing population demographics
in flood-prone areas.

Figure 1: Relative population exposure to moderate or high risk inundation at country level by
(Rentschler and Salhab (2020)).

In France, flooding is the primary natural hazard faced by territories (Fig.3): 17 million inhabi-
tants are exposed to flooding by overflowing rivers, and 1.4 million are at risk of coastal submersion.
Including urban run-off in cities makes the proportion of communes exposed to flood risk unto 70%
(source: European Center for Flood Risk Prevention CEPRI). Over the last few decades, severe flood
episodes caused significant socio-economic losses. Revealing the inadequacy of existing protections
against this risk, some communities were not even prepared for such events. In France, nine thou-
sand kilometers of dikes were built along rivers and coastlines to protect lowland areas against the
risk of flooding. However, several levee failure events (Fig.4) were reported to bring exacerbated
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Figure 2: Changes in proportion of population exposed to floods observed by satellite 2000-2015 and
expected by 2030 according to climate models (Tellman et al. (2020)).

damages in comparison with natural floods (Charrier (2015)). Indeed, these structures may experi-
ence several solicitations resulting in surface and internal erosion-induced breaching. Overtopping
has been identified as the main cause of surface erosin and failure of levees Fry et al. (2012), Voro-
gushyn et al. (2010). Overtopping ocurs if the river discharge exceeds the design value of the dike
or, broadly, if the water level exceeds the levee crest or the flow overtops a weak dike segment. The
levee system can also deteriorate due to natural aging (first levees were built in the 12th century),
lack or inadequate maintenance, and construction errors Orlandini et al. (2015).

The French legislation has emitted numerous decrees and laws, and set up several plans to im-
prove flood risk management, among which:

• Plans for flood hazard prevention (PPRNi);

• Plan for flood risk management;

• 2003 circulaire on levee safety;

• 2007 decree with classified rules for hydraulic structures safety;

• "Digues" decree in 2015 which clarifies the responsibilities of dike owners and managers.

In recent years, levee failure issue has received renewed attention among territories, especially
since 2018 when the State modified laws regarding the organization of aquatic environments’ man-
agement and flood prevention with the GEMAPI (gestion des milieux aquatiques et la prévention des
inondations) regulation. The latter responsibilities were devolved to the local authorities, including
the inspection, maintenance and development of flood defense structures. In addition, the French
legislation requires breach failure and flood risks analysis to be carried out. These studies can be
tough to perform for complex and extensive levee systems, sometimes undocumented due to the
lack of structural data.
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Figure 3: Proportion of population exposed to floods in France (www.eaufrance.fr).

Figure 4: Examples of levee failure cases: (a) Levee breach near Hamburg in 2011
(www.floodfactor.com), (b) Levee failure on the Elbe river in 2013 (Jüpner (2015)),
(c) Levee breach along the Arkansas river in 2019 (www.detroitnews.com), (d) Levee
failure along the Saône-et-Loire in 2021 (www.lejsl.com).
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Research needs and objectives

Using numerical tools in simulating flood propagation can help improve populations’ preparedness
and prevent significant damages. Therefore, it is crucial to use adequate approaches and modeling
strategies to achieve accurate estimations of breach growth rate and outflow discharge. The latter
is a key parameter for predicting possible flood extent and impact due to levee breaching under
overtopping flows. Levee failure modeling presents significant challenges as breaching physical
processes and their interactions are complex and poorly understood. In addition, most of past re-
search efforts were dedicated to developing dam-breach (frontal dikes) failure models, which are not
adapted to fluvial dike breaching. There is a clear need for a better understanding and description of
the levee breaching process. This can be achieved through experimental investigations that provide
the necessary information to improve existing numerical breach models. As mentioned previously,
there is a primary need to improve the knowledge about the physical processes associated with levee
breaching on the one hand, and increase the accuracy of actual modeling approaches on the other
hand. The main goals of the research conducted during this thesis align closely with those needs and
include both experimental and numerical investigations of overtopping induced levee breaching.

• Laboratory experiments: Rifai (2018) provided a detailed description of the levee breaching
process through extensive laboratory experiments of overtopping-induced levee failure under
various conditions. Detailed monitoring of breach dynamics was performed thanks to the
non-intrusive Laser Profilometry Technique (Rifai et al. (2020a)). However, most presented
configurations were characterized by a rigid bottom in the main channel and floodplain. In
the present work, laboratory experiments are proposed to assess the effect of bottom mobility
in both main channel and floodplain for various inflow discharges and main channel sizes.

• Numerical modeling: the primary objective of this part is to work on two typical breach
modeling strategies. First, a simplified two-dimensional modeling approach is developed
within the hydrodynamic module TELEMAC-2D of the open-source TELEMAC-MASCARET
code. Then a detailed physically-based approach, coupling hydrodynamic (TELEMAC-2D)
and morphodynamic (SISYPHE/GAIA) processes, is investigated. Laboratory experiments are
employed to validate improvements in the latter approach, and field experiments data help
confront both modeling approaches. Finally, relevant indications and lessons are highlighted
to support actual field studies.

Organization of the Manuscript

This manuscript includes five chapters. Chapter 1 focuses on understanding common levees’ func-
tions and failure mechanisms and establishes state of art for experimental and numerical levee
breach modeling. Chapter 2 is dedicated to laboratory experiments of overtopping induced levee
failure where a movable bed was used in the main channel and floodplain. Main channel size and
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inflow discharge are varied through tests, and their influence on the breaching process is studied.
Chapter 3 presents the simplified modeling approach developed in TELEMAC-2D and analyses its
capabilities to model field experiments. Chapter 4 provides a complete evaluation of the detailed
modeling approach using laboratory and field-scale experimental data. Finally, Chapter 5 concludes
this manuscript by summarizing the key findings of the present research work. It establishes the
pros and cons of the presented modeling approaches in terms of accuracy and usability for flood
prediction aims and offers suggestions for future work.



Chapter 1

Literature review

Après une description des différents types de digues fluviales, de leurs fonctions ainsi que

des différentes causes et mécanismes à l’origine d’une rupture. Un état de l’art des travaux

de modélisation physique et numérique de la formation de brèches dans les digues fluviales

soumises aux surverses est dressé dans ce chapitre. Les principaux apports scientifiques des

expériences en laboratoire et sur le terrain sont rappelés suivis d’une description détaillée

des différentes approches de modélisation numérique allant des modèles empiriques aux

modèles hydromorphodynamiques détaillés en passant par des modèles hybrides alliant

une représentation basée sur la physique des processus hydrodynamiques et une modéli-

sation simplifiée de la formation de brèche.
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1.1 Levees: types and functions

Hydraulic structures are commonly installed on rivers and coastlines for water storage, power gen-
eration, irrigation of agricultural lands, and protection from rising water levels. Levees, also known
as fluvial dikes or flood banks, are important hydraulic structures constructed adjacent (i.e. , par-
allel) to rivers and artificial waterways and part of flood protection systems that resemble several
structures such as drainage systems, gates, culverts, and storm sewers. Levees are raised above the
natural bed elevation using earth materials for the primary function of flood risk mitigation to allow
urbanization and human activity in flood prone areas. Unlike dams (i.e. frontal) that are mainly
used to retain and store water, levees can be very long (several kilometers) with a limited height.
Besides engineering works, levees can also form naturally through sedimentation processes on river
banks and landslides; this usually happens after a flood event when sediments deposit and increase
bed elevation along rivers. However, natural levees do not offer sufficient protection against flood
risk. Figure 1.1 shows the cross-section geometry of a simple flood defense levee and its different
design characteristics (base widthWB , crest widthWc, dike height hL, side slopesmp andmf ) that
may vary considerably from a location to another and define the limits of the levee’s protection level.
Design constraint parameters are usually calculated based on historical and actual data to ensure
the stability of the structure and its ability to contain floodwater for a specific anticipated range of
river discharge and water levels. Additional aspects are also considered and include available land
space, type of foundation soil, local ecosystems, and climate.

Figure 1.1: Illustration of a typical flood defense levee cross-section (Saucier et al. (2009)).

Existing embankments can be classified into earth-fill structures built of clay, silt, sand and gravel
material or non-earth-fill structures that are built of concrete or masonry (Fredlund and Rahardjo
(1993)). In the same way, one can classify levees based on their composition (Foster and Spannagle
(2020)):

• Earth-fill levees that are made by compaction of cohesive or non-cohesive material with a
large variety of sediment sizes and properties such as clay, sand, and gravel. One canmake the
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distinction between homogeneous embankments built with a single material type (generally
extracted locally) and layered or zoned levees which are made with different material layers
or zones (Fig.1.2).

• Non-earthfill levees aremore recent and alsomore sophisticated and engineered. In addition
to earth material, it includes structural elements such as concrete cut-off or T-walls and other
reinforcing elements (Fig.1.2).

• Historical levees built in early times by our ancestors, their composition is very complex and
was adjusted several times in different ways over time. It shows several layers of materials
that were most likely extracted locally with a variable composition along the longitudinal
direction. Most of them were improved using new materials and techniques to satisfy actual
needs.

Figure 1.2: Cross-section illustration for homogeneous, zoned and composite levees (Danka and
Zhang (2015))

Levees can also be differentiated based on their primary function and flood defense mechanisms
(Sharp et al. (2013)): (i) levees preventing floods bywater retention; (ii): channeling levees that divert
the floodwater from critical areas and (iii): levees allowing controlled water discharges at a specific
location to protect critical areas from inundations. One should note that a single levee can encapsu-
late several functions in the framework of flood resilience. As leveed areas attract populations and
industrial assets, other uses were developed on modern levees that integrate secondary functions,
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such as transport facilities (roads and railways) integrated on the dike crown for space optimization,
noise control, or simply used as recreational spaces near waterways.

1.2 Levee breaching: causes and mechanisms

1.2.1 Definition of levee breaching

Before addressing the leading causes and mechanisms of levee breaching, one can define a breach
as damages in the levee structure that results in a loss of its primary flood protection function.
Depending on the solicitation inducing levee failure (i.e. , breaching), we may observe a decrease
in levee’s protection level (crest height) or water passing through a hole dug in the body of the
levee. In both cases, a breach will start at a given location and progress by different mechanisms
until levee collapse and uncontrolled release of water in protected areas. The floodplains behind
these structures are then exposed to an aggravated flood wave with higher velocities, and water
levels than natural inundations would cause in the absence of flood banks (Michelazzo et al. (2015)).
Several levee failure accidents were reported and resulted in life and property losses (e.g., , New
Orleans flood (2005), Mississippi flood (2008), Elbe river flood (2002 and 2013), and Enza River (Italy)
in December 2017).

1.2.2 Levee breach initiating factors

Figure 1.3: Illustration of different failure situations (Kheirkhah Gildeh et al. (2019))

The breaching process can be triggered by different phenomena (Fig. 1.3), among which:
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• Technical and structural issues : For levees to fulfill their primary function, technical
studies are made a priori to define conception parameters. However, inadequate geotech-
nical design, construction malfunctions, and use of inadequate materials in the levee are not
uncommon (Sharp et al. (2013)). For example, non-cohesive soils are eroded relatively fast,
whereas cohesive embankments show a higher resistance to surface erosion (Morris (2000)).
On the other hand, levee components may experience natural aging and lose their properties,
especially when combined with a lack of inefficient maintenance work. In these cases, the
vulnerable levee comes with a higher failure probability.

• External solicitations : environmental factors and solicitations such as human and animal
activity or hydrological events may weaken the levee and initiate its failure. High water levels
and discharges may induce levee overtopping during extreme hydro-meteorological events
and trigger the breaching process by surface erosion. An ineffective drainage system can
also allow seepage flows in the levee foundation or core and cause internal erosion of the
structure. Burrowing animals were also found responsible for piping-induced earthen levee
failure (Orlandini et al. (2015), Sofia et al. (2017)), while vegetation promotes levee failure by
instability. On the other hand, levee vulnerability increases in specific regions with seismic
activity.

1.2.3 Levee breach mechanisms

Failure mechanisms, also called failure paths, are the physical processes resulting from initiating
events and inducing levee breaching and failure. They were extensively described in the Interna-
tional Levee Handbook (Sharp et al. (2013)) and reported by several studies (Kakinuma and Shimizu
(2014), Michelazzo et al. (2015), Morris et al. (2009), Rifai (2018)). Several mechanisms may occur
during breach opening and are mainly related to hydraulic loads, permeability, and erodibility of
levee material. The failure is usually progressive for earthen levees and abrupt for concrete struc-
tures. The most common failure mechanisms were widely reported in the literature and included
three main categories: (i) surface erosion, (ii) internal erosion, and (iii) instability. The separation
between them is not sharp as they can take action one after another during the same failure event.
Each of these mechanisms can lead to failure in different ways as follows :

• Surface erosion from the land side is a direct consequence of levee overtopping (the main
cause for levee failure as identified in (Danka and Zhang (2015), Fry et al. (2012)) and its soil
erodibility. When flood protection structures face extreme loads or in the presence of weak
spots along a levee (Saucier et al. (2009)), the water flows over the dike crest on the back slope
towards the floodplain (Fig. 1.4). The flow velocity intensifies as it spills over levee’s relatively
high back slope, and removes material from the levee as the exerted shear stress exceeds levee
soil cohesion forces and resistance. AS reported by Zhu (2006) and Orendorff et al. (2013)
surface erosion is different based on the levee soil composition. Non-cohesive homogeneous
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levees show a gradual lowering of the levee and erosion around a fixed rotation point (Fig.
1.5), while cohesive embankments erosion is more complex and consists in cutting the back
slope with the formation of steps and cascades (Fig. 1.5). Once initiated, the erosion results in
a breach progressing from the back slope of the levee (dry side or land side) towards the levee
crest and will then deepen and widen due to hydraulic loads through the breach channel.

• Surface erosion from thewater side can happenwithout the presence of overtopping flows.
The interaction between the parallel flow field in the waterway and levee material is the
driving process in this case. The strong turbulent flow applies sufficient shear stress on the
levee surface leading to soil detachment. It may induce erosion of the levee front slope and
core or scour the dike toe and foundations (Fig. 1.6).

Figure 1.4: Illustration of surface erosion from the land side (Sharp et al. (2013)).

Figure 1.5: (a) Illustration of surface erosion for non-cohesive embankments and (b) head-cut erosion
for cohesive embankments (Volz (2013)).

Figure 1.6: Illustration of surface erosion from the water side (Sharp et al. (2013)).

• Internal backward erosion is caused by damaging seepage flows removing material from
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the dike core and foundation. Starting from the seepage outflow spot and moving backwards.
As a result, the levee fails, and material boils are usually observed (Fig. 1.7).

Figure 1.7: Illustration of backward erosion ( Orlando, Florida, 2019Montalvo-Bartolomei and Rob-
bins Orlando, Florida, 2019 Orlando, Florida, 2019).

• Internal erosion by suffusion also results from seepage flow, but it is characterized by the
preferenced erosion of fine particles, which increases space between coarser ones andweakens
the structure (Fig. 1.8).

Figure 1.8: Illustration of suffusion (Riha et al. (2019)).

• Internal contact erosion occurs when the interface between fine and coarse material is
parallel to seepage flow and induces migration of fine material towards the coarse layer (Fig.
1.9).
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Figure 1.9: Illustration of contact erosion (ICOLD (2015)).

• Internal concentrated leak erosion results from water flowing through the levee core or
foundation in an existing space of crack. The levee material is then eroded and removed from
concentrated leak walls (Fig. 1.10).

Figure 1.10: Illustration of concentrated leak erosion (Sharp et al. (2013)).

• Slope sliding starts when breach side walls become too steep and unstable blocks of levee
material slide on the front or back slope of the structure. It results from important external
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forces such as gravity which overcome cohesion or friction forces between soil particles. The
sliding occurs discontinuously can be superficial, rotational, earthflow, spread or translational
(Fig. 1.11).

Figure 1.11: Illustration of slope sliding failure (Vardon (2017)).

1.3 Physical modeling of levee failure due to overtopping

Important research efforts addressed embankment dam failure mechanisms (Amaral et al. (2019,
2020), Coleman et al. (2002), Dhiman and Patra (2020), Morris et al. (2009), Morris (2000)). However,
these structures are built across the river channel with a perpendicular approach flow while levees
are parallel to the water field. In the following, the focus will be made on studies reporting lateral
levee breach that was quite different from frontal structures failure (ASCE/EWRI task committee
(2011)). A distinction will also be made between laboratory and field scale investigations, levee
material, and failure mechanisms.

1.3.1 Field experiments

Kakinuma et al. (2013) reported full-scale experiments of side-overflow levee breaching in Chiy-
oda test channel (Fig. 1.12), the largest river experimental facility in Japan built on Tokachi River,
Hokkaido. Levee failure tests triggered by overtopping were conducted for various channel inflow
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discharges, dike soil composition, and geometry, as well as the location of initial breach. They mea-
sured water levels discharges and monitored breach expansion with acceleration sensors placed at
specific locations in the dike body to detect material collapse. The main physical processes of levee
breaching were clarified through four stages : (i) initial dike breaching stage, with surface erosion of
levee’s back slope and its top; (ii) onset of widening, with symmetrical lateral expansion towards the
upstream and downstream directions; (iii) acceleration of widening, after breakage start rapid breach
expansion in the downstream direction and increased breach outflow with a peak are observed; (vi)
slower widening stage mainly in the downstream direction where the flow is constricted with mate-
rial deposition at the upstream side. Levees with high fine sediment content and wider crest width
showed slower breach initiation, while tests with increased inflow discharge showed higher breach
widening rates.

Peeters et al. (2014) presented results from a field scale experiments of overflow dike breaching on
the Scheldt river in Flanders (Belgium). The erosion of cohesive dikes was described in five stages:
(i) removal of the embankment cover layer and onset of head-cut erosion; (ii) Head-cut progres-
sion with scour and mass failure processes; (iii) dike crest flattening and breach deepening under
supercritical flow conditions; (vi) breach widening with critical flow conditions; (v) subcritical flow
conditions and breach lateral progression . However, the initiation stage could not be properly be
differentiated because of the existing steep slopes and established head-cut erosion. Early progres-
sion stages were characterized by head-cut migration while final breach stages were driven by the
breach side-slopes failure.

Figure 1.12: Chiyoda experimental flume (Tobita et al. (2014)).
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Figure 1.13: Levee breach stages description by Kakinuma and Shimizu (2014).

1.3.2 Laboratory experiments

Existing experiments included pure hydrodynamic investigations where the focus was made on
breach flow patterns, such as Roger et al. (2009) who performed laboratory experiments to study
the main patterns of the flow field resulting from a sudden levee breach. A pneumatically driven
gate mimics instantaneous and complete levee failure with a parallel approach flow. Several config-
urations were studied, varying breach width and main channel inflow discharge. Resulting breach
discharges and water levels at steady state were used to evaluate hydrodynamic numerical models.
Al-Hafidh et al. (2022) conducted laboratory experiments with varying main channel inflow dis-
charge, floodplain area, breach location length. Measurements focused on water level evolution in
the main channel in the context of flood management with engineered levee breaches design.

Further studies aimed to understand the levee failure process with bothmeasurements of the flow
field and breach morphodynamics. Islam (2012) performed laboratory experiments of overtopping
induced levee breach. Six configurations were investigated with cohesive and non-cohesive dikes
and different bed levels in the main channel. The measurements included water levels and breach
discharges. Three-dimensional dike reconstructions were also obtained using continuous monitor-
ing of breach evolution with laser sensors. The results demonstrated that the breaching process
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was different from frontal embankment with an asymmetrical breaching towards the downstream
direction. The increase in breach dynamics was also correlated with higher inflow discharges or
higher bed levels in the main channel.

Other authors, such as Yu et al. (2013), performed overtopping dike breach tests in a U-bend
channel for sand and colt levees. The authors tested 12 configurations and found out that : (i) a
higher head difference between upstream (channel side) and downstream (floodplain) of the levee
was associated with higher breach growth rates; (ii) higher inflow discharges in the main channel
induced larger final breach and (iii) using sedimentswith a higher diameter results in rapid breaching
at the early stage of the failure process. Similar conclusion were made by Bhattarai et al. (2015) who
presented an interesting study where the effect of levee material size on lateral breach expansion
was presented through a series of laboratory experiments triggering homogeneous levee failure by
overtopping flows. The authors concluded that increasing sediment median diameter induces quick
levee collapse due to important saturation of the dike. Further investigations byWei et al. (2016) used
the same setup as Yu et al. (2013) to describe cohesive dikes failure under overtopping and reported
three main stages : (i) the initial stage driven by surface erosion on the dike back slope along with
scouring erosion at the structures’ toe; (ii) the head-cut migration stage, by surface erosion lowering
the levee crest and eroding slope walls along with jet scour at dike toe and (iii) the breach widening
stage due to breach side slopes erosion due to the shear stress exerted by the flow passing through
breach channel followed by slope failure of unstable masses above the flow field. The authors also
mentioned the importance of factors increasing soil cohesion (soil composition, compaction, water
content) as they afford a better resistance to erosion. Charrier (2015) also investigated the failure
mechanisms of cohesive levees with a non-erodible bed in the main channel and floodplain. He
performed five laboratory experiments to study flow patterns for various inflow discharges, different
clay contents in the levee and different compaction methods.

Levee failure tests performed by Michelazzo et al. (2015) were first performed in a fixed bed con-
figuration to study the impact of a lateral side weir flow on themain channel hydrodynamic features.
Particle tracking velocimetry measurement showed an increase in the upstream Froude number in
the main channel for longer side weirs, and three-dimensional flow structures were observed in the
flow separations area. Starting from de Marchi’s hypothesis for zero-height side weirs, Michelazzo
et al. (2015), based on his experimental study outcomes, proposed a breach equilibrium flow model.
Michelazzo et al. (2015) had also performed dike breach experiments with erodible sandy dikes and
channel bed. Data analysis displayed the presence of a steady final equilibrium state when the dif-
ference between upstream (channel side) and downstream (floodplain side) hydrodynamic head is
close to zero. As observed previously by Yu et al. (2013), the final breach width was also correlated
to the main channel inflow discharge, and an interesting test case was performed to see the evo-
lution and interaction between two adjacent breaches. The downstream breach showed a greater
erosion rate, but they showed the same final width once the final steady-state was achieved. Elalfy
et al. (2018) presented experiments of lateral flow through a fixed trapezoidal breach with various
inflow discharges. Measurements were used to validate a two-dimensional hydrodynamic model,
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and additional experiments with an erodible dike were performed to evaluate a coupled hydro-
morphodynamic model. Experiments also reported the characteristic asymmetrical breach expan-
sion from the downstream side. This aspect is commonly reported from all levee failure experiments
with a parallel approach flow (Fig. 1.14).

Further laboratory experiments were presented by Rifai (2018) including a large number of lab-
oratory experiments of overtopping induced levee failure. Two modular experimental models were
constructed, and a set of fifty-four tests were performed with easy access to data Rifai et al. (2019).
Measurements included water levels, flow discharges, and a detailed breach monitoring through the
non-intrusive Laser Profilometry Technique Rifai et al. (2020b). Test series with different experi-
mental conditions highlighted critical influencing factors on the breaching process. The first tests
were performed with homogeneous sandy dikes and a rigid bed in the main channel and floodplain.
The effects of main channel inflow discharge, main channel size, and floodplain confinement were
analyzed. It was found that : (i) higher inflow discharges induced fast breach opening and higher
breach dimensions and outflow; (ii) floodplain confinement resulted in lower flow velocities and
thus reduced the breach erosion downstream; and (iii) an increase in channel width show lower
breach outflow to inflow ratios. Tests on dike composition displayed a slight effect of fine material
on breach outflow, but a noticeable change was reported in the breaching process.

Recently, Schmitz et al. (2021) conducted laboratory experiments to investigate the effect of dike
geometry on levee breaching. The normalized unit dike volume was used to indicate the overall
geometric parameters. Geometric parameters seemed to slightly affect the advanced breach stage
compared to early breach development. In the latter stage, strong dikes (with higher normalized
unit dike volume) were more resistant to erosion with less occurrence of a peak in breach outflow
discharge.

Figure 1.14: Breach longitudinal profiles at the dike crest highlighting the non-symmetrical lateral
expansion (Rifai (2018)).

1.4 Numerical modeling of levee breaching

Since 1980s, numerical models are widely used to support flood risk management and increase com-
munity preparedness. The accurate prediction of the levee breaching processes and breach discharge
is essential in elaborating flood maps and evacuation plans. Once validated and calibrated, numeri-
cal models help investigating several scenarios, with the main advantage of being less constraining
in time and cost than physical models. Numerical modeling offers the possibility of investigating the
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influence of several parameters, which could help plan maintenance work or solutions to mitigate
levee failure flood risk. In the past years, various numerical approaches and models were developed
to predict embankment failure, but only a few were dedicated to levee breaching. These models
have to include the most important processes underpinning fluvial dike breaching due to overtop-
ping flows, such as mixed flow regimes, surface erosion, slope failure, strong sediment transport and
associated morphological changes (Dazzi et al. (2019), Onda et al. (2019), Rifai et al. (2017b)). The
diverse modeling approaches offer different advantages, including the ease of use, time efficiency
and precision. In the following sections, models will be described and categorized according to their
degree of detail or simplification as empirical, simplified or detailed multidimensional physically-
based models ASCE/EWRI task committee (2011).

1.4.1 Non-discretized empirical models

Empirical models are simple regression equations statistically derived from experimental and his-
torical embankment failure data analysis. These equations do not account for the detailed breaching
process and evolution in time. However, they can be used to provide critical parameters such as the
ultimate breach width, side slope, peak outflow, and failure time while ignoring the final breach
depth (Froehlichl (1995), Jandora and Říha (2008), Singh (1996), Walder and O’Connor (1997), Xu
and Zhang (2009). Existing models were developed based on data from dam (frontal embankments)
failure events (Wu et al. (2011)) and usually predict the peak discharge as a function of the reservoir
water level and volume (Pierce et al. (2010), Singh (1996), USBR (1982)). Their applicability to com-
pute levee breach discharge remains questionable as the parallel incident flow towards the breach
zone and its interaction with erosion processes are pretty complex and evolve gradually in time
through distinct phases (Michelazzo et al. (2015), Rifai (2018)). Other studies focused on the estima-
tion of breach width and presented breach with to depth ratios going from 2 to 4 with a possibility
to reach a ratio of 10 for long levees (Saucier et al. (2009)). MacDonald and Langridge-Monopolis.
(1984) and Von Thun and Gillette (1990) studied embankment dams breaching and presented a sim-
ple equation to estimate ultimate breach width as a function of the reservoir water height. Nagy
(2006) processed a large number of data sets related to historical levee failure events and recent ones
in Hungary and highlighted parameters influencing final breach width, among which we can men-
tion: river discharge, head acting on the levee, geotechnical properties of the levee and its geometry.
Nagy (2006) also provided an equation for final breach width depending on the hydraulic head in
front of the levee. Few equations were developed to compute the breach time-varying width, and the
most straightforward way would be a time-dependent linear equation. For example, USBR (1988)
proposed a linear progression in time for breach width based on twenty-one dam failure cases with
a growth rate of 91 m/hr and no distinctions regarding embankment composition or failure mecha-
nism. While the model developed by Von Thun and Gillette (1990) includes two different equations
to adjust breach growth rate according to embankment material composition. He derived upper
and lower bounds for widening coefficients corresponding to non-cohesive and cohesive levees, re-
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spectively. Verheij (2002) also differentiated highly erodible from resistant dams with two different
equations based on field and laboratory data sets. Compared to simple linear widening equations
(USBR (1988), Von Thun and Gillette (1990), this model has the advantage of estimating breach dy-
namics with a high widening rate at the beginning of the process (of the order of 0.33 m/hr for
non-cohesive levees), which then decreases in as the breach width increases similar to experimen-
tal observations (Elalfy et al. (2018), Rifai (2018)). Verheij and Van der Knaap (2003) improved the
previous formulations by including the effect of the water level difference across the levee (between
river and floodplain sides) at the breach location and the critical flow velocity to initiate erosion of
the dike material was also introduced to account for soil composition. This model offers the advan-
tage of reproducing a staged breaching process with a high widening rate at the beginning when
the water level difference across the levee is very high, followed by a slower stage as the latter pa-
rameter decreases. Finally, this model, compared to simple equations where the breach expansion is
not limited, a allows breach to reach equilibrium as the water level difference approaches zero. The
latter equations did not indicate breach cross-sectional shape or vertical erosion rates. The empirical
model proposed by Froehlich (2008) can also be used to mimic a staged failure process based on the
concept of Brunner (2002) who proposed a sine-curve breach progression with a slow opening at
the initiation of the breach, which is then accelerated and followed by another slow phase close to
the end of breach development. Froehlich (2008) proposed three different variants to approximate
both lateral and vertical breach opening. Each of the three models assumes that a breach begins to
form at the top and grows into a trapezoidal shape with time. In this model, Froehlich (2008) also in-
troduced a coefficient to separate overtopping induced breaching from piping induced failure cases.
Recently, Zomorodi (2020) selected fifty-five reliable data sets of fluvial dike breaching experiments
and recent river levee failure events in the United States, France, Italy, Germany, Belgium, Dutch-
Belgian border, China, and Japan. The author derived empirical equations and curves to predict
breach final width and erosion rate for cohesive and non-cohesive dikes and provided equations to
approximate breach peak discharge. The use of purely empirical models can be appreciated for their
simplicity and time efficiency to provide predictions and recommendations to support flood man-
agement in a short time. However, the potential uncertainties related to such models can be very
high (Danka and Zhang (2015)). Most of them relied on mixed data from frontal and lateral embank-
ment and only a few distinguished failure mechanisms. In addition, models approximating breach
peak discharge might not be adapted for levee failure cases a varying water surface level develops
in the main channel and changes the head influences breach progression and outflow (Peeters et al.
(2016)).

1.4.2 Simplified physically-based models

Simplified physically-based models represent an interesting alternative with reasonable computa-
tional requirements and a hybrid approach between the complexity of detailed-physically based
models and the lack of accuracy in empirical equations. These models solve equations related to the
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flow in one or two dimensions and integrate the breaching process based on simplifying assump-
tions and empirical equations (e.g., erosion rate formula, broad-crested/weir equation for computing
the breach outflow discharge). Therefore, users may need to specify some input parameters ( e.g.,
breach location, breach start time, breaching duration, erosion rates, final breach width, and depth,
side-slope, critical velocity, or shear stress required to initiate detachment for the dike material,
and erodibility coefficient) and assumptions to simplify the problem (e.g., prismatic symmetrical
breach shapes such as trapezoidal, triangular and parabolic, one-dimensional quasi-steady flow in
the breach channel). This approach is employed in various models such as the 1D RUPRO breach
model Paquier and Béraud (2010) that takes breach location and final dimensions as input parameters
and computes breach width and depth at each time step based on the estimated sediment discharge
byMeyer-Peter andMüller (1948) formula with the assumption of a rectangular breach sectionwhile
breach outflow is estimated using Bernoulli equation. West et al. (2018) published a comprehensive
review of existing models, among which: the Hydrologic Engineering Center River Analysis System
(HEC-RAS) (USACE (2011)) allows the user to model embankment failure by predefined information
related to the breaching process, including breach geometry and equations describing its progres-
sion; the AREBAmodel presented byVanDamme (2012) that simulates overtopping and slope failure
of homogeneous and composite embankments. The user defines breach opening parameters, and
breach outflow is computed with a weir formula; A more sophisticated model was developed by
Wu (2013, 2016), the DL BREACH model offers the possibility to simulate both cohesive and non-
cohesive embankments failure and includes some physical processes such as scour erosion and slope
failure. The model can also estimate the probability of failure using Monte Carlo simulations and
model two-way coastal levee breaches. However, breach expansion must be defined by the user a
priori. Most of the existing simplified physically-based models were dedicated to earthen dams; few
attempts have been made to assess their applicability to fluvial dikes. According to Risher and Gib-
son (2016), these models perform best during initial, rapid fluvial breach widening but may diverge
when tailwater impacts breach flow. Vacondio et al. (2016) simulated the 2014 levee failure event
on the Seccheria river in Italy using the 2D shallow water equation to compute flow variables while
the breaching process was represented by a geometric approach with predefined breach location,
shape, expansion duration, and final dimensions. Recently, Tadesse and Fröhle (2020) modeled the
1996 Awash river levee breach in Ethiopia using the 2D hydrodynamic numerical model TELEMAC-
2D and its parametric breach module and analyzed the influence of user input parameters on the
resulting flood. Indeed, assumptions regarding breach failure time, geometry, and erosion rate come
with non-negligible uncertainties (Zhong et al. (2017)). However, when rapid flood risk assessment
simulations are required, these models may be beneficial because of their low computational cost
and ease of use.
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1.4.3 Detailed physically-based models

Detailed physically-based models solve two or three-dimensional physically-based equations de-
scribing the motion of the fluid, sediment transport processes (suspension, bedload, or saltation),
and geotechnical processes. Several studies applied this approach to simulate dam and frontal dike
failure, Volz (2013) presented the BASEMENT model to simulate the overtopping induced failure
of non-cohesive embankments with various soil composition configurations. The model uses the
two-dimensional (2D) shallow water equations for the flow field with empirical equations to com-
pute suspended and bedload sediment transport and performs slope failure through a geometrical
algorithm. Wang and Bowles (2006) modeled a field-scale dam breach experiment. The model only
allowed surface erosion simulation through an erosion rate formula, and a 3D slope stability analysis
module was developed. Recently, Onda et al. (2019) developed a 3D multiphase Reynolds-averaged
Navier–Stokes (RANS) model to simulate both overtopping and seepage flow. The model provided
promising results but was only tested on laboratory experiments with frontal embankments config-
urations. Few studies have applied detailed hydro-morphodynamic models in fluvial dike breaching
scenarios induced by flow overtopping, making model-data comparisons generally on integral pa-
rameters (e.g., breach outflow hydrograph, ultimate breach width) rather than on the 3D evolving
breach geometry. For example, Faeh (2007) used a 2D morphodynamic model considering side sta-
bility and both bedload and suspended load to simulate the levee breach expansion in the Elbe River.
The model was validated against the breach outflow hydrograph only; no model-data comparison
was provided on the breach geometry evolution. Kakinuma and Shimizu (2014) simulated field-scale,
non-cohesive levee breaching tests using the 2D morphodynamic model Nays 2D which was modi-
fied to incorporate bedload transport and slope stability formulations derived from the experimental
results. The model failed in capturing the early stage of the dike breaching but successfully repro-
duced the breached volume during the widening stage. Dou et al. (2014) simulated curved fluvial
dike breaching due to overtopping using a non-equilibrium total sediment transport model and re-
ported model-data comparisons for the final breach width only. Elalfy et al. (2018) applied a 2Dmor-
phodynamic model in which a new source term was included in the sediment-mass-conservation
equation to account for slumping failure. The model reasonably reproduced the breach character-
istics (i.e. breach-shape evolution and breach hydrograph). Recently, Dazzi et al. (2019) proposed
a 2D code coupled with a physically-based erosion model and a bank failure module. Deposition
of sediments is not included assuming that the eroded material is washed away by the flow. This
assumption disagrees with laboratory and field observations (Islam (2012), Kakinuma et al. (2013),
Rifai et al. (2017b, 2018)). The model presented by Dazzi et al. (2019) was applied to a field-scale
non-cohesive dike breach experiment. The breaching process was not captured in detail, but the
outflow hydrograph, the final breach width, and asymmetry (regarding the initial notch position)
were fairly replicated. Detailed physically-based models can accurately represent the hydrodynamic
and physical processes of breach expansion in fluvial dikes induced by flow overtopping. However,
the use of these models is still complex and requires high computational run times. Studies also
showed the importance of a good calibration to provide reliable results, and the choice of some em-
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pirical coefficients may highly influence model predictions. Finally, some geotechnical aspects of
the breaching process are in general poorly described in numerical models.

1.5 Conclusion and scientific questions

The literature review presented above reflects a large choice of modeling approaches to simulate
levee breaching. Each category presents advantages and shortcomings. Detailed physically-based
models can provide more accurate simulations of the hydrodynamic and physical process of breach
expansion in fluvial dikes. However, such models require a good calibration and include empirical
equations to model-specific features with user-defined empirical coefficients. One of the primary
objectives of the present work is to provide guidance for the best model choices in the particular
case of levee breaching and risk assessment studies. Various breach models are implemented in
TELEMAC-2D, the hydrodynamic module of the TELEMAC-MASCARET code, in the framework of
a simplified physically-based modeling approach. Developments included empirical laws and the
RUPRO breach model by Paquier and Béraud (2010). These models are evaluated against a detailed
physically-based modeling approach coupling TELEMAC-2D and the TELEMAC-MASCARET mor-
phodynamic module GAIA with an improved slope failure module. On the other hand, laboratory
experiments are performed following the investigations carried out by Rifai (2018). Experiments
of overtopping induced levee failure are performed, and investigations focus on the influence of a
movable bed in the main channel, dike foundation, and floodplain on the breaching mechanisms.



Chapter 2

Experimental investigation of
overtopping induced levee failure with
a movable channel and floodplain
bottom

Les processus physiques liés à la rupture de digues fluviales ne sont aujourd’hui que par-

tiellement élucidés et nécessitent davantage de données expérimentales ou de cas réels

afin d’améliorer notre compréhension des interactions complexes entre l’écoulement et

l’ouvrage de protection. Ces données servent aussi à nourrir les modèles numériques et

améliorer leur prédictivité. Dans ce chapitre, nous réalisons des expériences à échelle lab-

oratoire de rupture d’une digue fluviale par surverse. La digue est construite en sable ho-

mogène et une couche de sable érodable est mise en place dans le canal principal, la plaine

d’inondation et les fondations de la digue. Un suivi détaillé dans le temps de l’évolution

3D de la brèche est réalisé grâce à la technique de Profilomètre Laser. La largeur du canal

principal ainsi que le débit d’entrée sont variés au fil des expériences afin d’élucider leur

influence sur la dynamique de la brèche.
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2.1 Introduction

Hydraulic numerical models are widely used to support the design and maintenance of flood protec-
tion structures, predict flood maps, and elaborate evacuation plans. In the case of levee (i.e., fluvial
dike) breaching and consequent inundations, severe socio-economic damages can be caused to com-
munities and activities established in protected areas (Sharp et al. (2013)). Various failure causes are
reported in the literature (Vannucchi et al. (2014)), such as structural defaults, animal burrows, liq-
uefaction, seepage, and overtopping, which is the most common breach initiating factor. In Europe,
floods have resulted in 700 fatalities and a loss of more than 25 billion euros since 2000 (Ventini
et al. (2021)) while the number of extreme floods is constantly increasing (Özer et al. (2016)). There-
fore, the accurate prediction of breach outflow and dynamics is critical to improve flood resilience
and preparedness and requires a good understanding of the main dike failure mechanisms and their
implementation in numerical models. Breach initiation and expansion due to overtopping flows
involve rapid and complex physical processes, making measurements and data collection difficult
in real failure events. In addition, the experimental research on understanding the breaching pro-
cess was mainly dedicated to frontal embankments (i.e., dams) (Ahadiyan et al. (2022), Cestero et al.
(2015), Müller et al. (2016), Pickert et al. (2011)); thus, poor information on fluvial dike failure is avail-
able. However, an increased number of laboratory investigations described fluvial dike breaching
processes during the last decade. A global database called International Levee Performance Database
(ILPD) was also developed (Özer et al. (2020)) to describe levee failure processes from the analysis
of 1500 cases. Those research efforts clarified the main features of levee failure mechanisms, which
are relatively different from frontal embankments (Resio et al. (2009), Saucier et al. (2009), Zomorodi
(2020)), because of the parallel flow field in the main channel and the dimensions on levees which are
longer in flow direction. Hydrodynamic investigations preformed by Michelazzo (2014) highlighted
characteristics of the flow in the main channel in the presence of a lateral weir, such as complex 3D
flow structures in the vicinity of the breach, an increase in the lateral discharge and channel Froude
number for longer weirs, an increased transversal velocity and a decrease in longitudinal velocity
along the weir. Experiments with an erodible levee and channel bottom (Islam (2018), Michelazzo
(2014)) were also performed and elucidated breach expansion in river dikes and erosion in the main
channel and floodplain. They reported a continued opening in the lateral direction after maximum
breach depth was completed, and an asymmetrical breach widening leaning toward the downstream
direction. The same features were also observed in field-scale experiments presented by Kakinuma
and Shimizu (2014), Kakinuma et al. (2013), that described erosion in the main channel upstream the
breach opening and deposition of the material in the floodplain. Kakinuma et al. (2013) also varied
dike geometry and dike composition in their experiments, showing that addition of fine-particle
into gravel and sand levees resulted in a slower initiation of the breaching process followed by a
higher lateral erosion rate. A slower breach initiation was also observed with a wider levee crest.
Wu et al. (2017) carried out investigations on the non-symmetrical overtopping induced breaching
process and provided asymmetry coefficients (downstream breach width to upstream breach width
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ratio) for both cohesive and non-cohesive levees ranging between 2.9-3.3 and 2.2-2.6, respectively.
The laboratory experiments of overtopping induced levee failure presented by Rifai (2018) included
a set of fifty-four tests with an open-access to collected data (Rifai et al. (2019)). This work provided
the following main outcomes : (i) increasing the main channel inflow discharge results in faster
breach opening and longer breaches with higher discharges; (ii) floodplain confinement slows the
flow through the breach channel and thus reduces its erosion; and (iii) a lower breach discharge to
channel inflow ratios is measured for wider flumes. Recently, Schmitz et al. (2021) varied geomet-
ric levee parameters, which impacted the second stage of breach development. Levees with high
normalized unit volume showed a greater resistance to erosion and an absence of a peak in breach
discharge. To the best of our knowledge, the effect of channel and floodplain erodibility, was not
clearly isolated in existing fluvial dike breaching experiments (Islam (2018), Kakinuma et al. (2013),
Michelazzo (2014)). Aiming to improve the understanding of channel and floodplain erodibility ef-
fect on levee failure mechanisms, eight laboratory experiments were performed on the laboratory
setup used by Rifai (2018). Tests included variation of the inflow discharge and the main channel
width and were then compared to equivalent tests from Rifai (2018) with rigid channel and flood-
plain beds.
This chapter is organized as follows: in Section 2.2, a description of the experimental setup, mea-
surements, and test program is given. The general results are presented in Section 2.3, followed by
a discussion in Section 2.4. Conclusions are drawn in Section 2.5.

2.2 Laboratory facility

2.2.1 Laboratory setup

The Laboratory investigations were performed at the National Laboratory for Hydraulics and En-
vironment (LNHE) of EDF-R&D using the experimental set-up presented by Rifai et al. (2019). It
consisted of a main channel of l = 15.5 m long with a Ld = 7 m long side opening toward a 1 × 7 m
floodplain (Fig. 2.1). The main channel width l could be modified using wood panels; four values
were tested: 1 m, 1.4 m, 1.8 m, and 2.25 m. The main channel and floodplain were separated with a
longitudinal sand dike of trapezoidal shape, with hd = 0.3 m high, ldc = 0.1 m wide crest and inner
and outer face slopes of Si = So = 1:2 (V:H). The sand was uniform, with a median diameter d50
= 1 mm, a density ρs = 2470 kg/m3, a bulk density ρb= 1556 kg/m3 and a porosity p = 0.37. The
bottom of the main channel and floodplain, along with the dike foundation, was at the same level
and consisted of a 0.1 m erodible sand layer. To ensure dike stability and avoid seepage failure, a
drainage system was placed at the dike bottom, and a 0.02 m deep, 0.1 m wide initial notch was cut
at 2.5 m from the upstream end of the dike crest to trigger overtopping. A perforated plane located
at the downstream end regulated the outflow so that, for a given inflow discharge Qi, the required
water level was reached in the main channel to allow dike overtopping at notch location. In the
tests reported hereafter, a constant inflow discharge Qi was used, and the flow across the breach
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was discharged freely from the floodplain without any storage change or tailwater effects.

Figure 2.1: (a) Plan sketch of the experimental setup, and (b) channel cross-sectional profile (cut S-S).
Qi, Qb, Qd and Qo are inflow discharge, breach discharge, drainage discharge and main
channel outflow discharge, respectively. Gi denotes gauge stations.

2.2.2 Test program and measurements

Experiments consisted in provoking the overtopping of the main channel flow over the dike crest at
a designated spot (i.e. initial notch) and observing subsequent dike erosion and breach expansion.
Eight tests conducted at the National Laboratory of Hydraulics and Environment of EDF-R&D with
a movable bed configuration in the main channel and floodplain. A 0.1 m layer of homogeneous
sand (d50 = 1 mm) was installed in the main channel and floodplain, over which the 0.3 m high levee
was built. Investigations of the breaching process were performed under different configurations.
As shown in Table 2.1, the test program included experiments with variable main channel widths
and inflow discharges. The ’E’ symbol stands for Tests with and erodible bed in main channel
and floodplain while ’NE’ refers to experiments performed by Rifai et al. (2019) where erosion was
allowed for the levee only. To simplify results analysis, tests are generally referred to as small or
high main channel inlet Froude numbers with ’SF’ and ’HF’ notations.

Water surface levels were continuously recorded with ultrasonic sensors at different locations
from G1 to G4 as shown in Fig.2.1. In the main channel, water levels were measured upstream the
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Test ID Qi (m3/s) l (m) F (−) l/hd(−) Data source
1E 0.058 1.4 0.116 (SF) 4.67 This study
1NE 0.054 1.4 0.108 (SF) 4.67 Test 33 Rifai et al. (2019)
2E 0.094 1.4 0.188 (HF) 4.67 This study
2NE 0.092 1.4 0.184 (HF) 4.67 Test 35 Rifai et al. (2019)
3E 0.074 1.8 0.105 (SF) 6 This study
3NE 0.072 1.8 0.102 (SF) 6 Test 36 Rifai et al. (2019)
4E 0.100 1.8 0.142 (HF) 6 This study
4NE 0.125 1.8 0.177 (HF) 6 Test 39 Rifai et al. (2019)
5E 0.121 1.8 0.171 (HF) 6 This study
6E 0.130 1.8 0.185 (HF) 6 This study
7E 0.098 2.25 0.105 (SF) 7.5 This study
7NE 0.098 2.25 0.105 (SF) 7.5 Test 40 Rifai et al. (2019)
8E 0.160 2.25 0.171 (HF) 7.5 This study
8NE 0.160 2.25 0.171 (HF) 7.5 Test 45 Rifai et al. (2019)

Table 2.1: Test program (NE stands for tests with a rigid bed in main channel and floodplain).

levee atG1 and downstream the levee atG2 andG3. The water level measured at a trapezoidal weir
(G4) was used to determine the main channel outflow discharge Qo, while the inflow discharge Qi

was directly measured with an electromagnetic flowmeter. The drainage discharge Qd was calcu-
lated as a function water level variation in the main channel. Finally, the breach discharge Qb was
computed based on the mass balance in the main channel Rifai et al. (2017a). For more details on the
monitoring of water levels and flow discharges, readers may refer to Rifai et al. (2018, 2019, 2021).

The 3-D breach evolution was monitored by a non-intrusive Laser Profilometry Technique (LPT)
consisting of laser sheet projection on the dike (emitted by a laser line projector Z-Laser Z30M18S3-
F-640-LP75) Rifai (2018), Rifai et al. (2017a). The recording was performed by a digital camera set
on a full HD resolution (1920 × 1080 pixels) at 60 frames per second. Two laser projectors, fixed
to an automated sliding rail system, were used to cover the full 7 m dike length. The 3-D recon-
struction algorithm of the dike geometry includes an optical distortion correction module and a
refraction correction module for submerged dike portions. Further details on the breach geometry
reconstruction are given by Rifai et al. (2020a).

2.3 Results

In this section, data from our experiments with an erodible bed over the entire test channel are
analyzed to understand breach growth and its specific features when varying geometric or hydro-
dynamic test conditions. The origin of the longitudinal axis x is set at the upstream end of the breach
and for the vertical axis z at the level of the erodible sand layer in the main channel and floodplain
(10 cm above the rigid bed).
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2.3.1 Breach spatial and temporal growth

Features of overtopping induced levee breaching are described in this section through the temporal
analysis of spatial breach expansion, flow rates, and water level measurements. The main physical
processes being qualitatively similar for all tests, results in this section rely on data collected for
Test 2E (Table. 2.1) only. For more clarity, the time frame start was adjusted to fit the beginning of
overtopping at the initial notch location and results analysis was limited to the first 500 seconds.
The water level measurements and calculated flow rates were also processed with a Savitzky and
Golay (1964) filter to improve their quality.

Figure 2.2: 3D reconstructed breach evolution for Test 2E. Dashed lines indicate position of the initial
notch center (x=2.55 m).
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Figure 2.3: Discharges recorded during Test 2E (l = 1.4 m; Qi = 0.094 m3/s).

Time [s]

Initial notch

Figure 2.4: Mean water level in the main channel recorded during Test 2E (l = 1.4 m; Qi = 0.094
m3/s).

Time [s]

Initiation Stage 1 Stage 2

Figure 2.5: Breach width temporal evolution measured at the center of the dike crest during Test 2E
(l = 1.4 m; Qi = 0.094 m3/s).
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Figure 2.6: Breach mean depth measured at the center of the dike crest during Test 2E (l = 1.4 m;Qi

= 0.094 m3/s).

Time [s]

Figure 2.7: Breach area measured at the center of the dike crest during Test 2E (l = 1.4 m;Qi = 0.094
m3/s).

As reported in previous research by Kakinuma et al. (2013), Michelazzo (2014), Rifai et al. (2017b),
Schmitz et al. (2021), Visser (1998), Yu et al. (2013), breach expansion is a gradual process character-
ized by different phases. In the present work, the breaching process starts when the water level in
themain channel exceeds the levee crest at a notch location, it is then characterized by a three-stages
expansion. Breach initiation (Stage 0 from the moment overflow starts at 0 seconds to 16 seconds
) is a complex step as it is highly influenced by experimental conditions such as notch dimensions,
channel inflow, water levels in the main channel, and the levee drainage system. Figure 2.2 shows
three-dimensional reconstructions of the levee as measured by the Laser Profilometry Technique
and the chronological progression of breach shape. The overflow progresses towards the floodplain
with high flow velocities and induces material erosion at the back slope of the dike (time = 16 sec-
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onds). when retrograde erosion reaches the crest and the top of the front slope, the vertical erosion
and symmetrical lateral expansion of the breach downstream and upstream the initial notch location
start. In Figures 2.3 and 2.4 a slight variation of the main channel water level can be observed and
Figures 2.5, 2.6 and 2.7 show that breach width, mean depth and longitudinal section area increase
quite slowly and breach discharge remains relatively small.

Time [s]

Figure 2.8: Measured positions of breach extremities along the longitudinal axis at the center of the
dike crest for Test 2E (l = 1.4 m; Qi = 0.094 m3/s).

After the early breaching phase, a fast deepening and widening of the breach in a complex 3D
shape occur in Stage 1 (from 6 seconds to 71 seconds), with an hourglass shaped breach channel as
shown in Figure 2.2) . As a greater breach section is offered to convey the flow from themain channel
to the floodplain, breach discharge increases rapidly and reaches a maximum value corresponding
to 85% of the main channel inflow discharge for Test 2E. As a result, the main channel water level
and outflow discharge drop quickly ( Figures 2.4 and 2.5). Breach morphodynamics, at this stage,
is driven by two main processes; surface erosion and unstable sand block failure. The material is
then transported by the flow stream as bedload. After breach depth reaches dike foundations, it
can be seen in Figures 2.8 and 2.9 showing breach extremities position and breach section evolution
on the center axis of levee crest, that the breach no longer expands symmetrically. Instead, the
breach preferentially widens towards the dike’s downstream end due to the main channel’s lateral
incident flow. As mentioned by Michelazzo (2014) in his investigations including surface velocity
measurements, the breach flow deviation angle increases along the breach towards the downstream
section of the breach resulting in a breach that widens mainly downstream.

During Stage 2 (from 71 s until test end), the breach discharge converges to an equilibrium state
around its maximum value, and the average water level in the main channel stabilizes at a minimum
value. Breach expansion rate decreases ( Figures 2.5, 2.7 and 2.6) and mainly occurs at the down-
stream extremity of the breach as shown in Figure 2.9. On the other hand, the upstream portion of
the dike is eroded at the toe from by the parallel flow in the main channel. Indeed, the water depth
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in the upstream part of the main channel stabilizes at its minimum value and the flow velocities in-
crease. As a result, the upstream end of the breach displays a slight evolution with several episodes
of unstable sand blocks failure. The longitudinal breach section evolution in Figure 2.9 highlights the
vertical expansion of the breach through the dike foundation downstream from the notch location
where flow velocities are important. At the same time, sediments eroded in the upstream portion of
the main channel bed, and the levee collapsed material from the channel side are deposited in the
upstream part of breach section which become shallower. This aspect was also reported in similar
experiments by Michelazzo (2014) and field scale experiments performed by Kakinuma et al. (2013).
We can also observe in the 3D reconstructions ( Figure 2.2) a channel in the breach area that indicates
the breach outflow mainstream location with a lower bed elevation. This channel is then shifting
along the longitudinal axis in flow direction from [250:350] cm at 91 seconds to [400:500] cm at 490
seconds, [450:550] cm at 730 seconds. It keeps moving downstream with a relatively constant width
until [600:700] cm at the end of the experiment.

X [cm]

Flow direction

Figure 2.9: Longitudinal breach profile evolution for Test 2E at the crest center. Doted vertical line
indicates position of the initial notch center (x=2.55 m).

2.3.2 Influence of channel inflow discharge

To assess the influence of the initial Froude number in the main channel on breach growth ex-
periments 3E, 4E, 5E, and 6E were performed with a constant main channel width (1.8 m) and a
variable inflow discharge. Tests 1E, 2E and 7E, 8E with a main channel width of 1.4 m and 2.25 m,
respectively, may also be analyzed in that context. Figures 2.10 and 2.11 show breach discharges
and breach discharge to main channel inflow ratios variation in time for Tests 3E, 4E, 5E and 6E
with characteristic main channel width 1.8 m. Breach outflow is directly impacted by the increase
in main channel input discharge. As displayed in Figure 2.12 there is a quasi-linear augmentation
of the breach peak discharge with the augmentation of main channel inflow. However, Figure 2.11
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shows that increasing the inlet Froude number reduces breach discharge to main channel inflow
ratios. Hence, a smaller portion of the flow deviates towards the breach opening when the longitu-
dinal flow velocities are higher in the main channel.

Time [s]
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F

F

Figure 2.10: Impact of the Froude number on the breach discharge (experiments 3E, 4E, 5E and 6E).
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Figure 2.11: Impact of the Froude number on the non-dimensional breach discharge (experiments
3E, 4E, 5E and 6E).

The instantaneous mean channel water level variations illustrated in Figure 2.13 are not signifi-
cantly impacted by the inflow discharge during breach initiation, except for Test 5E, where breach
initiation was delayed and required higher overflow depths. This is, on the one hand, assumed due
to the initial notch cut that is handmaid for each case and can thus vary and be shallower for some
tests. On the other hand, dike compaction was reported in the literature by Al-Riffai (2014) to play
an essential role in breach growth, and initiation especially for cohesive embankments and small
grain size sediments with the presence of a time lag between breach outflow hydrographs corre-
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sponding to configurations with a different dike compaction or drainage discharge. Additionally,
Winz (2012) demonstrated a significant impact of material compaction in his experiments for non-
cohesive sediments with d50= 2.5 mm. High compaction levels resulted in delayed breaching. Main
channel water levels (Figure 2.13) started decreasing during the first stage with higher speeds for
lower Froude numbers experiments, which also stabilized at lower values during Stage 2. These
observations agree with breach discharge behavior, as bigger portions of the main channel flow are
conveyed through the breach opening when lower main channel input discharges are used.

Figure 2.12: Maximum breach discharge as a function of main channel input discharge for experi-
ments 3E, 4E, 5E and 6E
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Figure 2.13: Impact of the Froude number on the mean water level in the main channel (experiments
3E, 4E, 5E and 6E).
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Figure 2.14: Impact of the Froude number on the breach width (experiments 3E, 4E, 5E and 6E).
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Figure 2.15: Impact of the Froude number on the breach cross area (experiments 3E, 4E, 5E and 6E).
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Figure 2.16: Impact of the Froude number on the breach extremities location (experiments 3E, 4E,
5E and 6E, the notch center is located at x = 2.55 m).
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Looking at breach growth dynamics highlights two main features. First, breach top width analy-
sis shows a smoother transition between Stage 1 and Stage 2 for Tests 5E and 6E compared to 3E and
4E, for which Stage 1 duration is shorter with a clearly marked transition to the quasi-stabilization
Stage 2. In addition, wider breaches ( Figure 2.14) and larger breach sections ( Figure 2.15) are result
from experiments with higher inflow discharges and higher breach discharges. The latter feature,
was also observed in analogous field scale experiments by Kakinuma et al. (2013). Second, the de-
tailed analysis of breach lateral expansion at the crest center line in Figure 2.16, shows that the
upstream breach extremity expands more when decreasing the main channel inlet Froude number.
This effect is due to the breach discharge deviation angle in respect to the lateral stream in the main
channel; the flow stream through the breach leans towards the downstream end in experiments
with higher main channel input discharges inducing a significant erosion at the downstream breach
extremity. Similar observations were reported in experiments by Rifai et al. (2017b) performed with
a rigid bed in the main channel and floodplain. The author also reported a more acute breach dis-
charge deflection angles when increasing main channel inflow discharge.

The average breach depth over the crest longitudinal section in Figure 2.17 does not bring much
information on the deepening of the breach when varying main channel input discharge. Figure
2.18 illustrate the longitudinal breach profile at the crest center for tests with a main channel width
of 1.8 m at 100 s and 450 s. At 100s, the comparison of breach profiles displays deeper breaches
for increasing main channel initial Froude numbers and comforts previous observations regarding
lateral breach expansion. Further in the breaching process at 450 s it can be seen the breach flow
channel is not only narrower in tests with higher main channel input discharges but also leans more
towards the downstream end of the breach. Here again, Test results 5E did not follow the same trend
as other experiments.
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Figure 2.17: Impact of the Froude number on the breach mean depth (experiments 3E, 4E, 5E and
6E).
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Time = 100 s.

Time = 450 s.

Figure 2.18: Breach longitudinal profile at the crest center for experiments 3E, 4E, 5E and 6E.

2.3.3 Influence of the main channel width

In order to study the influence of the main channel width on breach characteristics, experiments 1E,
2E, 3E, 4E, 5E, 6E, 7E, and 8E were performed, varying the main channel widths (1.4, 1.8, and 2.25
m). The main channel input discharge was also adjusted to set equivalent Froude numbers at the
beginning of the experiments. The results are then presented in two groups: tests with small initial
Froude numbers and high initial Froude numbers in the main channel. During the first stage, the
breach discharge to channel inflow ratio increases fast in each case to reach a maximum value as
shown in Figures 2.19 and 2.20. For both small and high Froude test series, a decrease in the maxi-
mum flow portion that deviates towards the breach is observed when increasing the main channel
width. Experiments 1E and 2E performed with a smaller main channel width (1.4 m ) are charac-
terized by the formation of a peak after the rapid increase, which does not appear for experiments
with wider test channels. In addition, a slower increase in breach outflow and a slower drop in the
main channel average water level are observed when the test channel width is increased (Figures
2.21 2.22). In the second stage, the breach discharge to main channel inflow ratios stabilize close to
their maximum value in most cases while it slightly decreases after the peak for Tests 1E and 2E
(l=1.4 m).
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Figure 2.19: Impact of the channel width on the non-dimensional breach discharge (experiments 1E,
3E and 7E).
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Figure 2.20: Impact of the channel width on the non-dimensional breach discharge (experiments 2E,
4E, 5E and 8E).

The comparison of experiments with equivalent inlet Froude numbers but different main channel
widths (Test 3E with l=1.8 m and Test 7E with l=2.25 m; Test 2E with l=1.4 m and Test 6E with l=1.8
m; Test 5E with l=1.8 m and Test 8E with l=2.25 m), shows that main channel width changes flow
deviation towards the breach. A wider channel leads to a smaller breach discharge to main channel
outflow ratio. However, this ratio decreased for tests 1E and 2E during the second stage, which is
rather supposed to be related to the high inlet Froude numbers used for these experiments. This
results in higher horizontal velocities in the main channel. Thus, a smaller part of the main channel
stream is conveyed to the breach, as found in section 2.3.2.
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Figure 2.21: Impact of the channel width on the mean water level in the main channel (experiments
1E, 3E and 7E).
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Figure 2.22: Impact of the channel width on the mean water level in the main channel (experiments
2E, 4E, 5E and 8E).
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Figure 2.23: Impact of the channel width on breach width (experiments 1E, 3E and 7E).
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Figure 2.24: Impact of the channel width on the breach expansion (experiments 1E, 3E and 7E).
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Figure 2.25: Impact of the channel width on the breach discharge (erodible bed).
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Figure 2.26: Impact of the channel width on the breach cross area (experiments 1E, 3E and 7E).
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Figure 2.27: Impact of the channel width on breach mean depth (experiments 1E, 3E and 7E).

Figures 2.23 and 2.24 illustrate the main channel width influence on the lateral breach opening
for experiments with low inflow intensities. Breach widening during Stage 1 is very similar for cases
with main channel widths of 1.8 and 2.25 m, while experiment 1E with a tighter main channel and a
slightly higher initial Froude number has a slower breach lateral expansion. In Stage 2, breach width
For smaller channels is less than in wider channel cases. This effect seems to be a direct consequence
of the breach outflow discharge that was higher for experiments with wider channels (Figure 2.25).
Indeed, the main channel inflow discharge had to be increased for the latter cases in order to reach
the desired inlet Froude numbers. Breach section area in Figure 2.26 and average depth in Figure
2.27 at the crest center, during the first 50 seconds, follow the same trend with a smaller longitudinal
breach section and depth for smaller main channel widths. These observations are comforted by the
longitudinal breach profiles at 25 seconds in Figure 2.28. However, at 100 seconds (Figure 2.28),
the breach deepened faster for Test 1E, which was carried out with a higher inlet Froude number
in comparison to Tests 3E and 7E. In addition, at 1115 seconds Figure 2.28 shows that for Test 1E,
breach widening leans more towards the downstream end of the breach. As it has been seen in
section 2.3.2, this is instead due to the impact of the inlet Froude number that was relatively higher
for Test 1E.
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Time = 25 s.

Time = 100 s.

Time = 1115 s.

Figure 2.28: Breach longitudinal profile at the crest center (experiments 1E, 3E and 7E).
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Figure 2.29: Impact of the channel width on breach width (experiments 2E, 4E, 5E and 8E).
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Figure 2.30: Impact of the channel width on the breach expansion (experiments 2E, 4E, 5E and 8E).
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Figure 2.31: Impact of the channel width on the breach cross area (experiments 2E, 4E, 5E and 8E).
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Figure 2.32: Impact of the channel width on breach mean depth (experiments 2E, 4E, 5E and 8E).

Tests from the high inlet Froude number series ’HF’ also show the same trend as for small inlet
Froude numbers with a greater breach width for cases with bigger main channel widths (Figures
2.29 and 2.30). The average breach area at the crest center is overall higher for Test 8E (l=2.25 m) but
remains very similar for other tests (Figure 2.31). The mean depth of the breach section at the crest
center line does not display a uniform influence of main channel width over time (Figure 2.32). As
it is relatively lower for Test 5E (l=1.8 m) in comparison to Test 8E (l=2.25 m), both performed with
very close inlet Froude numbers. In Test 2E, where the main channel is tighter (l=1.4 m), a slower
deepening is noted in the early breaching phase compared to Test 6E (l=1.8 m). This effect can also
be seen at 25 seconds in Figure 2.33, while later in the breaching process at 50 seconds (Figure 2.33)
the adverse effect is observed. Finally, at 1035 seconds, we notice that the breach is shallower for
Test 8E and tilts more towards the downstream extremity of the dike for Tests 2E and 6E performed
with a higher inlet Froude.

The overall effect of the main channel width on the breaching process can not be clearly seen
in experiments with high inlet Froude numbers, while its influence on breach hydrographs agrees
with results from small inlet Froude numbers experiments. Generally, it can be said that breach
characteristics are more sensitive to the variation of main channel inflow discharge than the main
channel width.
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Time = 25 s.

Time = 50 s.

Time = 1035 s.

Figure 2.33: Breach longitudinal profile at the crest center (experiments 2E, 4E, 5E and 8E).

2.4 Discussion

Several features of the breaching process were highlighted in section 2.3 including the effect of
hydrodynamic and geometric parameters on breach characteristics. This section aims to verify the
similarities and differences between previous experiments by Rifai et al. (2019) with a non-movable
bed in the main channel and floodplain and equivalent configurations from the present work with
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an erodible sand layer in the test channel and floodplain.

Figures 2.34 and 2.35 represent the evolution of the breach hydrograph to main channel inflow
ratio for both series of experiments with small and high inlet Froude numbers. Regarding Tests
with a non-erodible bed in the main channel and floodplain ’NE’, experiments with a movable sand
layer have higher ratios and breach discharges (Figures 2.36 and 2.37), especially during Stage 2. In
addition, Figures 2.34 and 2.36 display the formation of a peak during the rapid increase stage in
breach discharge for tests with small inlet Froude numbers and rigid beds in the main channel and
flood plain. The instantaneous mean channel water level variations in the main channel (Figures
2.38 and 2.39) are in agreement with breach discharge observations with a relatively faster drop
in average water levels for cases where erosion is allowed in the main channel and floodplain. In
addition, the latter experiments are also characterized by an earlier stabilization of the main channel
average water level at smaller values. This effect results from the combined higher breach discharge
and bed erosion in the main channel, mainly in the upstream part, as shown in section 2.3.1.

Results in Figures 2.41 and 2.45 highlight differences in breachwidth at the center of the dike crest
between rigid and erodible bottom Tests for both small and high inlet Froude numbers. Although
the overall breach dynamics are very similar with the initiation, rapid increase, and stabilization
stages, and a preferential widening in the direction of the main channel flow (Figures 2.40 and 2.44),
the breach is clearly wider in erodible bed cases. For the latter experiments, results also show that
the longitudinal breach section area (Figures 2.42 and 2.46) is larger than in rigid bottom tests where
erosion of the dike foundation was not allowed. This led to shallower breaches with smaller values
of breach mean depth, as displayed in Figures 2.43 and 2.47. It is also interesting to note that the
overall ranking of the cases results in respect to their main channel width remains the same for
erodible and rigid bottom cases.
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Figure 2.34: Impact of the bed erodibility on the non-dimensional breach discharge (experiments 1E,
3E and 7E).
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Figure 2.35: Impact of the bed erodibility on the non-dimensional breach discharge(experiments 2E,
4E, 5E and 8E).
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Figure 2.36: Impact of the bed erodibility on the breach discharge (experiments 1E, 3E and 7E).
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Figure 2.37: Impact of the bed erodibility on the breach discharge (experiments 2E, 4E, 5E and 8E).
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Figure 2.38: Impact of the bed erodibility on the water level in the main channel (experiments 1E,
3E and 7E).

Figure 2.39: Impact of the bed erodibility on the water level in the main channel(experiments 2E, 4E,
5E and 8E).
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Figure 2.40: Impact of the bed erodibility on the breach expansion (experiments 1E, 3E and 7E).
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Figure 2.41: Impact of the bed erodibility on breach width (experiments 1E, 3E and 7E).
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Figure 2.42: Impact of bed erodibility on the breach cross area (experiments 1E, 3E and 7E).
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Figure 2.43: Impact of the bed erodibility on breach mean depth (experiments 1E, 3E and 7E).
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Figure 2.44: Impact of the bed erodibility on the breach expansion (experiments 2E, 4E, 5E and 8E).
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Figure 2.45: Impact of the bed erodibility on breach width (experiments 2E, 4E, 5E and 8E).
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Figure 2.46: Impact of the bed erodibility on the breach cross area (experiments 2E, 4E, 5E and 8E).
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Figure 2.47: Impact of the bed erodibility on breach mean depth (experiments 2E, 4E, 5E and 8E).

2.5 Conclusion

This experimental work aimed to understand in detail the breach growth mechanisms of non-
cohesive levees due to overtopping in the presence of an erodible bed in the main channel, dike
foundation, and floodplain. For that purpose, a series of experiments were performed at the Na-
tional Laboratory for Hydraulics and Environment (LNHE) of EDF-R&D using the experimental
set-up presented by Rifai (2018) and following the same procedure. Results analysis provided infor-
mation regarding the influence of the main channel input discharge and main channel width on the
spatial and temporal breach expansion. Data from previous experiments with a rigid bottom by Rifai
et al. (2019) were then employed to investigate the impact of bed erosion in the main channel, dike
foundation, and floodplain of the breaching process. The qualitative comparisons of hydrodynamic
and morphodynamic breach characteristics in different experimental configurations highlighted the
following key tendencies :

• The main channel inflow discharge had an apparent effect on the breaching process. Breach
discharge linearly increased with the augmentation of main channel inflow. As expected,
this effect resulted in wider and deeper breaches. In addition, the flow stream through the
breach channel leans more towards the downstream end of the breach for high inlet Froude
numbers. For the latter configurations, breach extremities were, therefore, more eroded in the
downstream direction compared to cases with small inlet Froude numbers, while the adverse
effect was observed at the upstream end of the breach.

• The influence of the main channel width on breach dynamics was not as striking as that of the
inlet Froude number. However, it was shown that wider main channels led to smaller breach
discharge to main channel inflow ratios. In addition, the small inlet Froude number test series
showed a peak formation in breach discharge for cases with tighter main channels.
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• The three-staged breach dynamics were relatively the same in erodible and rigid bottom cases.
In addition, the influence of the inlet Froude number and main channel width remained the
same for both configurations. However, allowing erosion in the main channel and dike foun-
dation induced higher breach discharge with larger breaches in both lateral and vertical di-
mensions.

Finally, the data collected in the presented experiments can be used for numerical breach models
validation. It may also help evaluate their accuracy with the information provided on expected
trends in breach characteristics under various configurations.



Chapter 3

Simplified physically-based approach
for side-overflow levee breaching

Prédire l’étendue des inondations dues à la rupture de digues fluviales est d’un intérêt

majeur pour améliorer de la résilience des populations face à cet aléa. Cependant, la fia-

bilité de cette prédiction nécessite en amont une estimation précise de la dynamique de et

l’hydrogramme de brèche. Dans ce chapitre, différentes formulations empiriques décrivant

la dynamique d’ouverture d’une brèche sont implémentées dans le module de brèche du

code hydrodynamique bidimensionnel TELEMAC-2D, dans le cadre d’une approche de

modélisation simplifiée. Les données provenant d’expériences de terrain de rupture de

digues fluviales par surverse sont utilisées pour valider et évaluer les résultats numériques.

Une analyse plus approfondie des modèles de brèche est mise en place pour identifier

l’influence des paramètres d’entrée spécifiques de chaque modèle sur l’hydrogramme de

brèche.
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3.1 Introduction

As climate heat intensifies, the occurrence of extreme meteorological phenomena is expected to rise
alongwith the risk of natural hazards (IPCC (2014), Madsen et al. (2014)). In this context, flood events
related to levee breaching are a major concern worldwide, as populations living in flood-prone areas
are continuously increasing due to the well-known “levee effect” (Aerts et al. (2018), Di Baldassarre
et al. (2018b)), which makes the risk of important fatalities and property destruction even greater
(OCDE (2015)). Therefore, inundations induced by levee breaching must be carefully analyzed and
predicted to avoid the severe economic, social, and environmental damages they may cause.

Fluvial levees (i.e., fluvial dikes) are important defense structures built along river and channel
banks as part of the flood prevention efforts against inundations. Most of them are composed of
erodible material ranging from cohesive to non-cohesive materials, whose characteristics are gen-
erally poorly known. Insufficient maintenance, construction or rehabilitation deficiency, wildlife
activity (e.g., animal burrows) (Di Baldassarre et al. (2018a), Orlandini et al. (2015)), as well as expo-
sure to frequent hydrological events (Apel et al. (2009), Hui et al. (2016)) increase levee vulnerability.
Failure and breaching cases reported in history show that external (i.e., surface) erosion by over-
flow is themost commonmechanism (ASCE/EWRI task committee (2011), Danka and Zhang (2015),
Flynn et al., West et al. (2018), Özer et al. (2020)). Overtopping occurs when water level or flow dis-
charge increase in rivers (or channels) and exceed the levee designed capacity. A large number of
laboratory studies on the breaching of earthen embankments exist where the structure is transver-
sal (i.e. frontal) to the flow direction (Al-Riffai (2014), Coleman et al. (2002), Frank (2016), Morris
et al. (2007), Pickert et al. (2011), Schmocker and Hager (2012), Zhou et al. (2019)). However, breach
formation in fluvial dikes is a complex phenomenon and differs from that of a dam embankment.
Indeed, this configuration does not encompass all specificities of fluvial dikes, such as the paral-
lel flow velocity along the dike, the non-uniform distribution of the flow unit discharge through
the breach, the three-dimensional (3D) flow structures developing in the near field of the breach
(Michelazzo et al. (2015), Roger et al. (2009)) and the asymmetric evolution of the breach geometry
(Rifai et al. (2017b)). Fluvial dikes have gained recently in interest through experimental modeling
(e.g. Islam (2012); Kakinuma and Shimizu (2014); Bhattarai et al. (2015); Tabrizi et al. (2015); Elalfy
et al. (2018);Michelazzo et al. (2018); Rifai et al. (2018, 2021)), thus improving our knowledge of the
physical processes whilst providing sound data sets to enhance the accuracy of numerical models
simulating the breaching process (Rifai et al. (2019)). A review of the existing laboratory studies on
fluvial dikes is given by Rifai et al. (2017b) and Schmitz et al. (2021).

In the numerical modeling framework, the primary task is the accurate prediction of breach evo-
lution and outflow hydrograph. For this purpose, several approaches have been proposed, which can
be divided into three main categories based on the details included in the treatment of the breach
and flow processes (ASCE/EWRI task committee (2011): parametric, simplified or detailed multi-
dimensional physically-based breach models. Parametric models are simple regression equations,
generally in dimensional form, calculating the breach peak discharge, ultimate side slope and width,
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and opening duration. These equations were derived from statistical analysis of reported historical
failure events, without distinguishing failure modes, soil material properties, and frontal embank-
ments from levees, and ignoring the backwater effects near the breach location. Such models are
straightforward to use and cost-efficient, although most of them do not describe neither the final
breach depth (nor the time evolution of the breach geometry and resulting hydrograph Froehlich
(2008), Froehlichl (1995), Jandora and Říha (2008), Singh (1996), Walder and O’Connor (1997), Xu
and Zhang (2009). Few equations compute the breach time varying width (e.g., MacDonald and
Langridge-Monopolis. (1984); Von Thun and Gillette (1990); Verheij (2002)) and consider the effect
of embankment erodibility Peeters et al. (2016). The gradual opening of the levee breach has been
integrated within 1D and 2D hydrodynamic models following empirical laws, since the assump-
tions of instantaneous breaching is not realistic. The evolving topography of the breach is assumed
prismatic in shape that widens and deepens from the crest of the dike to the ground elevation (e.g.
Vorogushyn et al. (2010); Vacondio et al. (2016); Shustikova (2020); Ferrari et al. (2020)). The breach
parameters are often the number of breaches, locations, initial breach width, rates of widening and
deepening, final breach width, final breach level, and breach duration. Simplified physically-based
models, such as CastorDigue Paquier and Béraud (2010), HR BREACHMorris et al. (2009), WinDam
Visser (1998) and DLBreach Wu (2016), simulate the temporal variation of the breach geometry and
outflow hydrograph by taking into account some physical processes (i.e. erosion, deposition, head
cut migration, soil mechanics). Some of these models make a distinction between the erosion pro-
cesses of non-cohesive and cohesive soils, but contain empirical formulas (e.g. erosion rate formula,
broad-crested/weir equation for computing the breach outflow discharge), support many assump-
tions to simplify the problem (e.g. prismatic symmetrical breach shapes such as trapezoidal, triangu-
lar and parabolic, 1-D quasi-steady flow in the breach channel), and have different input parameters
(e.g. final breach width and depth, breach side slope, critical velocity or shear stress required to ini-
tiate detachment for the dike material, erodibility coefficient) and boundary conditions Peeters et al.
(2016). Simplified physically based models are mainly dedicated to earthen dams; few attempts have
been made to assess their applicability to fluvial dikes. According to Risher and Gibson (2016), these
models perform best during initial, rapid fluvial breach widening, but may diverge when tailwater
impacts breach flow. Simplified physically based approaches have been integrated into 1D or 2D
hydrodynamic models, solving the flow equations in the main channel and floodplain, whereas the
dike breaching is handled by a simplified physically based module Paquier and Recking (2004). A re-
view of existing simplified physically based models is given by ASCE/EWRI task committee (2011)
and Al-Riffai (2014) and Danka and Zhang (2015). Detailed physically based models (i.e. hydro-
morphodynamic models) simulate the breach formation by discretizing and solving the flow and
sediment transport governing equations using a computational mesh of the domain (main channel,
dike, and floodplain). The governing equations are generally 1D or 2D shallow water equations
for hydrodynamic, convection diffusion equation for suspended load, and Exner equation for bed
changes, completed with empirical formulations for deposition, erosion and bedload transport ca-
pacity rates and in somemodelswith a side operator for dike and breach slope failure (e.g., Dazzi et al.
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(2019), Dou et al. (2014), Elalfy et al. (2018), Faeh (2007), Kakinuma and Shimizu (2014)). Detailed
physically based models are expected to give more accurate predictions of breach characteristics
than simplified physically based models. However, they require various input parameters, reliable
data for accurate calibration and validation of the model, and long simulation times when the model
are applied to large areas.

To our best knowledge, no study has been completed to assess the suitability of existing empirical
laws and simplified physically based approaches for the gradual levee breach expansion within a
2D numerical hydraulic modeling of flood propagation. For this purpose, we implemented a set
of empirical laws describing the gradual opening of the levee breach and we integrated an adapted
version of a simplified physically based model proposed by Paquier and Recking (2004) into the open
source 2D depth averaged hydraulic model TELEMAC-2D. Existing laboratory experimental cases of
levee breaching have been simulated and numerical results have been compared to measured data.

The chapter is organized as follows: Section 3.2 describes the hydraulic model TELEMAC2D and
its BREACH module. In Section 3.3, two large-scale levee breach experimental cases performed by
Kakinuma et al. (2013) are shortly presented. In Section 3.4, performance of the implemented breach
modeling approaches is assessed by simulating numerically the laboratory experiments. Section
3.5 is an overall discussion of the numerical results along a sensitivity analysis to various input
parameters. This is followed by concluding remarks and recommendations in Section 3.6.

3.2 Model description

The open-source TELEMAC-MASCARET system (www.opentelemac.org) offers an extensive range
of solvers mainly dedicated to the study of environmental processes in fluvial and maritime hy-
draulics. In the present work, the two-dimensional shallow-water code TELEMAC-2D is combined
with its BREACH module to describe overtopping induced levee failure. Sediment transport is not
simulated and the breaching process is integrated through the gradual update of levee’s topography
by the BREACH module ( Fig.3.1).

3.2.1 Hydrodynamic component

Disregarding the Coriolis, wind and viscous forces, and assuming a hydrostatic pressure with an in-
compressible flow and negligible vertical velocity, TELEMAC-2D solves the two-dimensional Saint-
Venant equations written in conservative and vector form as :

∂U

∂t
+
∂E

∂x
+
∂G

∂y
= S (3.1)

Where t is time; (x, y) are Cartesian coordinates; U = [h, hu, hv]T is the vector of conservative
variables, with h denoting flow depth, u and v are x- and y- components of the velocity vector;
E = [hu, hu2 + gh2

2 , huv]T and G = [hv, huv, hv2 + gh2

2 ]T are the flux vector functions in the
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Breach geometry update

Initiation
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Figure 3.1: Diagram of the simplified physically based approach for levee breach modeling in
TELEMAC-2D.

x- and y- directions respectively, with g the gravitational acceleration; and S = S0 + Sf , with
S0 = [0,−gh∂zb

∂x ,−gh
∂zb
∂y ]

T is the slope energy and Sf = [0,−gn2u (u2+v2)1/2

h1/3 ,−gn2v (u2+v2)1/2

h1/3 ]T

the energy loss due to the bed and wall shear stresses, where zb is bed elevation and n is Man-
ning roughness. In this study, the numerical solution of Equation 3.1 was computed with the finite
element method, where advection of water depth and velocity were performed using the mass-
conservative PSI scheme (Positive Streamwise Implicit) and NERD scheme (N-Edge-based Residual
Distributive), respectively. The zero-equation constant eddy viscosity model was employed for tur-
bulence closure with a constant velocity diffusivity of 0.001 m2s−1 over the computational domain.

3.2.2 Breach component

The breach module estimates levee failure based on simplifying assumptions and a set of user in-
put parameters. First, the breach location is specified with a polygon created from the coordinates
of a polyline along the levee crest and dike base width. Then breach formation criterion can be
selected among three options : (i) a specific initiation time, (ii) a threshold value for the average
overflow water level above the entire breach location previously defined, or (iii) a threshold water
level at a specific node. Finally, the user can choose to model breach opening in two different ways
: (i) breach expansion is performed by lowering the breach bottom level for the complete breach
zone (i.e., breach final width is reached instantaneously and vertical erosion is gradual), or (ii) both
breach widening and deepening are performed gradually. For this latter option, we newly imple-
mented selected models describing breach development. These approaches include both empirical
equations from the literature, which are derived through the regression analysis of data from his-
torical embankment failures, and a more advanced breach model developed by Paquier and Recking
(2004). Depending on the breach modeling approach, information needed a priori may vary from
final breach dimensions, breach expansion rate, breach opening duration, or other empirical param-
eters. It should be noted that breach widening is, by default, symmetrical upstream and downstream
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of the initial notch location with a rectangular breach cross-sectional profile. Nevertheless, other
configurations are studied in this chapter with a non-symmetrical breach widening and a different
breach shape according to the Froehlich (2008) model.

3.2.3 Empirical breach models

3.2.3.1 Linear breach growth laws

Current state-of-the-art on overtopping induced levee failure shows that the breaching process is
progressive (non-instantaneous) Morris et al. (2009), Rifai et al. (2017b), Wu and Li (2017), and the
simplest way to describe breach expansion would be a time-dependent linear equation. Once ini-
tiated, a breach grows over time at a user-defined uniform rate to reach its ultimate dimensions.
Recommendations for the choice of growth, i.e. erosion, rates can be found in the literature. For ex-
ample, USBR (1988) recommended a single breach widening rate of 91 m/hr for embankment dams
(Eq.3.2).

B(t) = 91t+B0 for t ≤ Tf (3.2)

where t is time in hours (after the breach initiation), B the breach width in meters, B0 the initial
breachwidth inmeters andTf total duration of the breach expansion. Resio et al. (2009) reported that
the rate of breach widening ranges between 9 m/hr for erosion-resistant soils (cohesive levees) and
60 m/hr for erodible alluvial material (sand and gravel soils). The widening rate can rarely reach 300
m/hr for very erodible dikes. Experimental investigations, both at laboratory (Michelazzo (2014);
Rifai (2018); Elalfy et al. (2018)) and field Shimada et al. (2009) scales, pointed that the breaching
process is divided into two main stages:

• First phase : the breach develops very fast with both deepening and lateral widening promoted
by the increasing overtopping flow depth and velocity over the dike.

• Second phase : the breach development is slowed down by the decrease in main channel free
surface. The lateral expansion of the breach is mainly due to mass slumping failure towards
channel flow direction (i.e. downstream breach expansion).

Therefore to mimic the real breach widening, another option is to split the process into two main
phases (Eqs. 3.3a and 3.3b), where the breach width grows quickly in the first phase, and then slows
down toward the end of the development time:

B(t) = Ew1t+B0 for t ≤ T1 (3.3a)

B(t) = Ew1T1 + Ew2(t− T1) +B0 for T1 ≤ t ≤ Tf (3.3b)

where T1 is the duration of phase 1 in hours and Ew1 and Ew2 are user-prescribed breach growth
rates (m/hr) for phase 1 and 2, respectively.
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3.2.3.2 Von Thun and Gillette (1990) equation

The model developed by Von Thun and Gillette (1990) includes two different equations for breach
widening in the case of low and high erodibility soils. The coefficients derived for these cases are
actually upper and lower bounds for the value to be taken according to the studied case.
For erodible dikes (i.e. non-cohesive dikes), the law reads as:

B(t) = (4hw + 61)t+B0 for t ≤ Tf (3.4)

For cohesive levees the law reads as:

B(t) = 4hwt+B0 for t ≤ Tf (3.5)

where hw is the height of water above final breach bottom, at notch location and at time of failure
in meters.

3.2.3.3 Verheij (2002) equation

Based on field and laboratory data sets, simple relationships between breach width B and time
for sand and clay levees were provided by Verheij (2002). The advantage of these laws is their
approximation of breach dynamics with a high widening rate at the beginning of the process (of the
order of 0.33 m/hr for non-cohesive levees), which then decreases in a as the breach width increases.
For sand levees (i.e. non-cohesive dikes), the equation is:

B(t) = 37.2t0.51 +B0 for t ≤ Tf (3.6)

For clay levees (i.e. cohesive dikes), the law reads as:

B(t) = 13.4t0.5 +B0 for t ≤ Tf (3.7)

3.2.3.4 Verheij and Van der Knaap (2003) equation

Verheij and Van der Knaap (2003) improved the previous formulations by including the effect of
the difference in water levels at both sides of the dike at the breach location, and the critical flow
velocity for the initiation erosion of the dike material. The empirical equation reads as:{

B(t) = f1
(g0.5∆H1.5)

uc
log(1 + f2g

uc
t) +B0 for t ≤ Tf

∆H = hup − hdown

(3.8)

with uc the critical flow velocity for the initiation of erosion of dike material (m/s), f1 and f2 are
empirical factors for breach width, and ∆H (m) denotes the difference in water level between the
upstream (channel) and downstream (floodplain) sides of the breach.
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Figure 3.2: Sketch of the simplified longitudinal breach profile.

Experiments by Dou et al. (2014) highlighted a strong correlation between the water head both
in the main channel and floodplain with breach outflow and dynamics. Therefore, in the imple-
mented version within TELEMAC-2D, we consider the difference of water head instead of water
level with hup the hydraulic head upstream of the breach (channel side) and hdown the hydraulic
head downstream of the breach (floodplain side). This term allows a natural balance, meaning that
breach width stabilizes when the hydraulic head difference is close to zero. The user is not expected
to give final breach width to run the model. Default values and ranges have been proposed for f1
and f2 (Table 3.1). Table 3.2 shows characteristic values of the critical velocity uc for the surface
erosion according to the dike material.

Parameter Default Range

f1 (-) 1.3 0.5-5
f2 (-) 0.04 0.01-1

Table 3.1: Default and range of values for coefficients f1 and f2 according to Verheij and Van der
Knaap (2003).

Type of Soil uc (m/s)

Grass, good 7
Grass, moderate 5

Clay, good 1.0
Clay with 60% sand 0.80

Good clay with less structure 0.70
Good clay, heavily structured 0.60

Bad clay 0.40
Sand with 17% silt 0.23
Sand with 10% silt 0.20
Sand with 0% silt 0.16

Table 3.2: Strength characteristics of various soil types according to Verheij and Van der Knaap
(2003).
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3.2.3.5 Vertical breach expansion

Levees are generally very long with a limited height in comparison to dams. Therefore, levee breach
depth is achieved early in the breakage process before the width reaches its ultimate dimension
(Morris (2009); Wahl and Lentz (2012); Rifai (2018)). When the breach bottom reaches the foundation
of the dike or an erodible layer, no further deepening of the breach is possible and lateral widening
is controlling the breach expansion until its stabilization (i.e. fully formed breach and erosion is
stopped). The empirical models described above focused on breach widening and no indication was
given for breach deepening. In the present modeling approach, the time-evolution of the breach
invert elevation is simulated according to the following a single linear-time progression law:

zb(t) = zb0 − (zb0 − zbmin)
t
Td

for t ≤ Td (3.9)

with zbmin the breach minimum bottom (elevation of the dike foundation, main channel bottom or
of a rigid layer), zb0 the initial elevation of breach invert and Td is the required duration to reach
zbmin in hours. The breach minimum bottom level zbmin is reached in a shorter period than lateral
expansion till ultimate breach width. In the present work, the duration Td is taken by default 10
times smaller than the total duration of the breach lateral expansion Tf . The influence of this pa-
rameter is further investigated in this research work.

3.2.3.6 Froehlich (2008) model (adapted)

The empirical model proposed by Froehlich (2008) comprises three breach evolution variants to
approximate breachwidening and deepening. Each of the threemodels assumes that a breach begins
to form at the top and grows with time into a trapezoidal shape. In this model, Froehlich (2008) used
the concept of Brunner (2002) who proposed a sine-curve time breach progression (instead of the
standard linear time evolution), reflecting slower growth at the start; then acceleration followed
by another slow phase close to the end of breach development. The longitudinal cross-sectional
profile of the breach is trapezoidal. In TELEMAC-2D, an adapted version is implemented for two-
dimensional simulations. The time-evolution of the breach top width is computed as:{

B(t) = β(t)(Bf −B0) +B0 for t ≤ Tf

β(t) = 1
2{1 + sin[π( t

Tf
− 1

2)]}
(3.10)

and Bf as the final top width of the breach in meters. The breach bottom elevation evolves as:{
zb(t) = zb0 − β1(t)(zb0 − zbmin) for t ≤ Td

β1(t) =
1
2{1 + sin[π( t

Td
− 1

2)]}
(3.11)
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3.2.4 RUPRO breach model

In the framework of semi-physical modeling techniques, the simplified one-dimensional breach
model RUPRO Paquier (2007) allows estimating breach expansion and discharge hydrograph for
overtopping and piping embankment failures. It takes breach location and shape (rectangular for
overtopping and circular for piping) as input parameters and applies simplifying assumptions to
calculate the breach flow. First, average hydrodynamic variables through breach cross-section are
computed with Bernoulli’s equation between the average water level in the main channel and criti-
cal flow depth on the floodplain side, with the linear head loss estimated with the Manning-Strickler
formula. Sediment discharge is then calculated using the Meyer-Peter and Müller (1948) empirical
formula (Eq.3.12) for bedload or using the linear excess shear stress formula (Eq. 3.15) that estimates
the bed erosion rate.

3.2.4.1 Hydrodynamic variables

The main difference between the original RUPRO model and its implementation in TELEMAC-2D
is that the breach section is explicitly defined in the computational mesh with some simplifications
related to its time-evolution, such as the assumption of a rectangular cross-section. The use of
Bernoulli’s equation is thus not necessary here. First, a reference section is chosen to carry out the
hydrodynamic calculations at the center of the dike crest. Breach outflow Qb is computed through
the longitudinal breach section along with the average water depth in the breach channel hb, wetted
perimeter Pw, and wetted surface Sw that are required to estimate the sediment discharge.

3.2.4.2 Sediment discharge: Meyer-Peter and Müller (1948) formula{
Qs =

αPw
g(ρs−ρ)

√
ρ(τb − τc)

3/2 for τb > τc

Qs = 0 for τb ≤ τc
(3.12)

whereQs is sediment discharge in (m3/s); Pw (m) is the wetted perimeter on which sediment trans-
port is active (Pw(t) = 2hb(t) + B(t)) ; τb is the bed shear stress in (Pa) and τc the critical shear
stress to initiate sediment transport in (Pa) calculated as follows:{

τb = gρJRH

τc = 0.047g(ρs − ρ)d50
(3.13)

where ρ the density of water in (kg/m3); ρs the density of sediment (kg/m3);RH the hydraulic radius
in (m) corresponding to the ratio of wetted surface to wetted perimeter; d50 is the embankment
material median diameter in (m); α is the dimensionless Meyer-Peter and Müller (1948) empirical
coefficient with a default value of 8; 0.047 the dimensionless Shields Shields (1936) parameter as
suggested by Meyer-Peter and Müller (1948) and J the energy slope calculated using Manning-
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Strickler formula as follows :
J =

Q2

K2S2
wR

4/3
H

(3.14)

WithK the Strickler coefficient in (m1/3s−1).

3.2.4.3 Sediment discharge: linear erosion formula

Sediment discharge can also be estimated proportional to the effective shear stress in excess of the
critical shear stress using the linear erosion formula Walder and O’Connor (1997) :{

Qs = ALMPwKd(τb − τc) for τb > τc

Qs = 0 for τb ≤ τc
(3.15)

with ALM the transverse length of the breach channel, Kd the erodibility coefficient in (m/(s Pa))
that depends on levee material characteristics such as the size of the sediments, and the water con-
tent, soil permeability, and compaction energy used for construction Fell et al. (2013), Hanson and
Hunt (2007). The erodibility coefficient can be measured on different scales using various methods
such as hole erosion tests and submerged jet tests. Otherwise, one can refer to the literature to se-
lect reasonable values of Kd. Hanson et al. (2010) provided minimum and maximum values for the
erodibility coefficient according to the embankment’s clay content and compaction energy, while
Wu (2013) provided an equation estimating Kd in (m/(h Pa)) as a function of the soil dry specific
weight γd, water specific weight γ and clay content c% as follows:

Kd =
0.063γ

γd
exp[−0.121c0.406% (

γd
γ
)3.1] (3.16)

3.2.4.4 Erosion rate and update of breach dimensions

The erosion rate is estimated from the sediment discharge distributed on the breach surface active
for sediment transport as follows :

Ve =
Qs

(1− p)Sbreach
(3.17)

with Ve the erosion rate in (m/s); p the levee soil porosity, and Sbreach is the surface of breach
sides and bottom. RUPRO breach model was extensively validated against experimental data, and
other physically-based models during CADAM Paquier (2001), and IMPACT Paquier and Recking
(2004) projects. Here we integrated an adapted two-dimensional version of this model in the breach
module of TELEMAC-2D (Fig.3.1). Hydrodynamic variables are computed with TELEMAC-2D, and
Bernoulli’s equation is thus not used. Their average values are calculated on the breach section at
crest level and are then used to estimate sediment discharge and breach lateral (2×Ve) and vertical
(Ve) erosion rates. Once initiated by overtopping, Paquier (2007) tested four different options to
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model breach expansion:

• Option 1 (original model): consists of two main steps after breach initiation (Step 1). Step
2, where the breach can only deepen until its final bed elevation is reached. Then, lateral
expansion of the breach starts in Step 3.

• Option 2 (IMPACT): this version was tested during the IMPACT project and consists of two
main steps after breach initiation (Step 1). However, Step 2 allows both lateral and vertical
breach expansion. When the breach final bed elevation is reached, Step 3 starts with breach
widening only.

• Option 3 (modified wetted perimeter Pw in Step 3): this version models Step 2 in the same
way as the original version and limits the wet perimeter in step 3, where only widening is
permitted to twice the water depth in the breach channel.

• Option 4 (reduction of wall shear stress and modified wetted perimeter Pw in Step 3): in
addition to the limitation of the wetted perimeter in Step 3, the lateral shear stress applied on
breach sidewalls is also reduced. For that, the ratio of lateral shear stress to bottom shear stress
(Rτ ) estimated by Knight and Hamed (1984) from his laboratory experiments in a rectangular
channel is used and computed as follows:

Rτ = 1 for hb > 0.5B

Rτ = 0.6 + hb
0.83B for hb < 0.083B

Rτ = 1.06− 0.03B
hb

for 0.083B < hb < 0.5B

(3.18)

where hb is the average water depth in the breach channel in (m) and B the breach width in (m).

3.3 Field scale experiments modeling

Full-scale experiments of side-overflow levee breaching presented by Kakinuma et al. (2013) were
employed to validate and compare the newly implemented breach modeling approaches. These tests
were carried out in the Chiyoda test channel (Fig.3.3), which is the largest river experimental facility
in Japan (Fig.3.3) built on Tokachi River, Hokkaido. The levee failure was triggered by overtopping,
and the influence of channel inflow discharge, dike soil composition, and dike geometry on the
breaching process was investigated. In this study, test cases 2 and 4 were considered as described
in Figure 3.5 and Table 3.3 with a 8 m wide main channel and a longitudinal bed slope of 1/500,
approximately. The levee was built along the right side of the main channel toward a 80 m wide
floodplain. The length of its erodible part varied from 60 m to 100 m for cases 2 and 4, respectively.
The levee’s height was 3 m for both tests with a crown width of 3 m and side slopes equal to 1:2
(V:H), except for Case 4 where the levee was built larger with a 6 m wide crest. Soil composition
comprised non-cohesive sand and gravel fractions.
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Figure 3.3: Chiyoda test channel facility and specifications from Kakinuma et al. (2013).

In order to control breach initiation by overtopping, a trapezoidal-shaped notch was carved 20 m
far from the upstream end of the erodible dike portion. The notch was 0.5 m deep, 3 m wide at the
crest, and 1 mwide at the bottom, and the main channel inflow discharge was gradually increased as
shown in Figure 3.4 to reach the required water level for overtopping. Measurement data included
breach outflow hydrographs, water levels, and levee-breaching process estimated from acceleration
sensors observations. Further information on these experiments can be found in Kakinuma et al.
(2013).

3.3.1 Computational domain and parameters

The 2D computational domain was discretized into structured triangular elements with an edge of
0.5 m as recommended by Kakinuma and Shimizu (2014) andDazzi et al. (2019). Boundary conditions
(Fig.3.5) consisted in imposing the measured inflow discharge at the main channel inlet (Fig.3.4)
and a rating curve at the downstream end to achieve the required water level in the main channel
and trigger levee overtopping at the notch location. A supercritical outflow with free water depth
and velocity was set in the floodplain, and a solid boundary was imposed elsewhere. The Strickler
coefficient was adjusted for each case to achieve the required water level in the main channel and
trigger levee overtopping at the notch location. A constant velocity diffusivity (molecular viscosity +
turbulent viscosity) of 10−3 (m2 s−1) was applied for turbulence closure. The time step was set to 0.1
s, and the conjugate gradient solver was employed with an accuracy of 10−6. The mass-conservative
PSI scheme and NERD scheme were used for water depth and velocity advection. Figure 3.6 shows a
good agreement between the computed andmeasured water level temporal change at notch location
in cases 4 and 2 before breaching for Strickler coefficients of 43 and 38 (m1/3s−1), respectively. Minor
discrepancies can be noticed but are believed to be related to the assumption of a non-movable bed
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in the main channel and floodplain. More accurate calibration of the hydrodynamic model would
require the use of water depth by calculating the balance of the water level and the evolving bed
level in time. However, the latter information was only available before and after the breaching test.

Figure 3.4: Measured inflow discharge for the test cases 2 and 4.

Figure 3.5: Sketch of field experiments setup and model boundary conditions.
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Figure 3.6: Comparison between measured and computed water level evolution at notch location,
before breaching.

Case d50 (mm) Wc (m) Wb (m)

2 4.9 3 15
4 0.74 6 18

Table 3.3: Description of field test cases.

3.4 Results and parametric analysis

Assumptions about the initiation and rate of levee breaching in the proposed semi-physical approach
are expected to impact breach hydrograph prediction, which is a crucial parameter for flood risk
management. It can influence the estimated arrival time, velocity, and depth of flooding in the
protected area. In this section, performances of the breach models presented above are highlighted,
and the capacity of some parameters used in this approach to affect the resulting breach discharge
is discussed. Most of the simulations in this section were carried out by setting the model’s user-
defined parameters from experimental observations. For the Verheij and Van der Knaap (2003) and
RUPRO models, a natural equilibrium is expected to rise when the water head difference upstream
and downstream the levee tends to zero for the Verheij and Van der Knaap (2003) model or when
the actual shear stress is lower than the critical shear stress required to initiate sediment motion
for the RUPRO model. However, the dimensions of the computational domain being limited the
same breach width limitation was used for all simulations. Finally, vertical breach expansion was
not allowed in the dike foundation in coherence with the non-movable bed assumption in the main
channel and floodplain.
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3.4.1 Case 4

For experimental Case 4 a start time of 105 min was defined to initiate breach opening (except for
the RUPRO model that does not require this information). The initial breach width was set equal
to the notch top width (B0 =3 m), and a final breach width of 75 m was predefined as a criterion to
stop breach widening.

3.4.1.1 User-defined linear widening rate

A short sensitivity analysis was performed for the user-defined linear expansion equation (both
simple and dual-stages) to assess the effect of the breach growth rate on simulated breach dis-
charge. Thus, different values of erosion rate were tested as shown in Table 3.4. First, a simple
time-dependent breach width growth law was considered (WL1, WL2, WL3, USBR in Table 3.4).
Then, a dual-staged breach widening formula was defined with two different erosion rates and T1
= 45 min (WLD in Table 3.4).

Run EW1 (m/hr) EW2 (m/hr) NRMSE on breach width NRMSE on breach outflow

WL1 50 50 16.2% 5.5%
WL2 65 65 7.2% 7.5%
WL3 80 80 4.6% 12.8%

USBR (1988) 91 91 7% 15.6%
WLD 65 30 8.8 % 6.7%

Table 3.4: Linear growth law simulations of Case 4 and resulting Normalized Root-Mean-Square
Error on breach width and discharge.

The resulting breach discharge and width time series are presented in Figures 3.7 and 3.8, and
compared with experimental data for a qualitative assessment of model performance. The rapid
increase in breach discharge, followed by a quasi-stabilization step around a maximum value close
to 70 m3/s before dropping at the test end (due to the limitation of channel inflow discharge at
the test end, as shown in Figure 3.4) is well reproduced by the simplified modeling approaches.
However, the results display a higher simulated amplitude of breach discharge with USBR (1988)
formula while it was underestimated for run WL1 performed with a lateral erosion rate of 50 (m/h).
A higher breach width increases the breach section offered to convey the flow and thus induces
greater breach discharges.

Performances are evaluated quantitatively; for each of the simulated growth rates. Normalized
Root-Mean-Square Error (NRMSE) values for breach width and discharge are compared in Table
3.4. The best agreement for breach width is achieved for run WL3 while run WLD performed better
on breach discharge (run WL1 displayed the lowest deviation on breach discharge magnitude, but it
was less conservative). For the tested range of lateral erosion rates, breach width evolved differently
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but did not significantly impact predicted breach outflow. The latter parameter only varies slightly
when the user-defined widening rates remain within a reasonable range. Finally, simulation with
Ew = 65 (m/hr) seems to be a good compromise as it is more conservative than the run WL1 and
showed reasonable values of NRMSE.

It should also be noted that the change in breach erosion rate during stage 2 has a limited in-
fluence on breach discharge as shown in run WLD, using two phases of breach widening slightly
improved breach discharge estimation.
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Figure 3.7: Measured and computed time-evolution of breach discharge with the linear breach ex-
pansion laws.
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Figure 3.8: Measured and computed time-evolution of breachwidthwith the linear breach expansion
laws.
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Run hw (m)

VG1 Fixed value of hw (tstart, notch location)
VG2 Time changing value hw (t, notch location)
VG3 Time changing value hw (t, average value over breach width)
VG4 Time changing value hw (t, maximum value over total breach width)

Table 3.5: Case 4 simulations with the Von Thun and Gillette (1990) model.
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Figure 3.9: Measured and computed time-evolution of breach discharges with the Von Thun and
Gillette (1990) law.
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Figure 3.10: Measured and computed time-evolution of breach width with the Von Thun and Gillette
(1990) law.
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3.4.1.2 Breach model by Von Thun and Gillette (1990)

The Von Thun and Gillette (1990) model was developed from historical dam failure data. It describes
breach width as a function of time and water height above the final breach bottom at failure time.
For levees, the water supply is not limited and could be unsteady, so considering the water level
corresponding to failure time is questionable. In addition, these parametric equations are generally
employed in non-discretized models, and considering a uniform water depth in the main channel
seems to be adapted only for dams and reservoirs.

In the case of fluvial dikeswith a lateral incident flow, water depth can vary along breach location.
Therefore we conducted four different simulations (Table 3.5) where the water depth in the breach
widening equation was calculated differently. First, we considered the original formulation as a
reference run VG1. Then, we analyzed the effect of adjustments in the definition of the parameter hw
on results accuracy. Simulations VG2, VG3, and VG4were performedwith time-varying water depth
at notch location, averaged or by taking its maximum value along total breach width, respectively.

Resulting breach discharge and width for all runs are compared in Figures 3.9 and 3.10 and show
that all four methods provided reasonable and conservative results for breach discharge In addition,
no significant difference can be observed between the performed simulations with different methods
for the water depth term in the Von Thun and Gillette (1990) model.

3.4.1.3 Breach model by Verheij (2002)

The equations for breach lateral opening presented by Verheij (2002) are expected to be more accu-
rate for fluvial dikes as they result in a very high enlargement rate at the beginning of the process,
which decreases as the breach width grows. However, Figures 3.12 and 3.11 show that breach width
and discharge were poorly modeled with the Verheij (2002) model for the tested prototype Case 4.
Breach width was first overestimated during the initiation stage, then the model computed a slower
erosion process of the breach, and its width values remained lower than experimental data. There-
fore, the model fell short of capturing the maximum breach discharge value and resulted in a global
NRMSE over test duration of 29.6% for breach width and 12.4% for breach discharge.
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Figure 3.11: Measured and computed breach discharges with the Verheij (2002) law.
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Figure 3.12: Measured and computed time-evolution of breach width with the Verheij (2002) law.

3.4.1.4 Breach model by Verheij and Van der Knaap (2003)

For the Verheij and Van der Knaap (2003) formulation, the critical erosion velocity uc was set to
0.23 (m/s), as proposed by authors in Table 3.1 for sandy dikes with silt soil fractions and default
values were taken for f1 (=1.3) and f2 (= 0.04). Because the breach deepened faster than it widened,
and because this model does not require a user-input breach final width or widening duration, the
time for the final breach bottom to be reached Td was limited to 5 min (approximated value from
measurements). In addition, a sensitivity analysis was carried out on the influence of breach width
empirical parameters f1 and f2 and the critical erosion velocity uc .
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Run ∆H f1 f2 uc NRMSE on breach width NRMSE on breach outflow

VR1 Average (hup − hdown ) 1.3 0.04 0.23 52.9% 34.2%
VR2 Max (hup − hdown ) 1.3 0.04 0.23 47.4% 28.5%
VR3 Average (Hup −Hdown ) 1.3 0.04 0.23 41.8% 23.6%
VR4 Max (Hup −Hdown ) 1.3 0.04 0.23 30.1% 12.5%

Table 3.6: Case 4 simulation parameters for Verheij and Van der Knaap (2003) formula.

The model was first tested in its original formulation considering water level difference upstream
(channel side) and downstream (floodplain side) of the dike. A comparison was made in simulations
VR1 and VR2 between two different methods to compute this difference. First, we considered the
average value of the computed water level differences between the main channel and floodplain
side (VR1). In the second run, the maximum value is used (VR2). For the last simulations (VR3 and
VR4), we employed the hydraulic head instead of the water level to account for the effect of the
approaching lateral river flow momentum.

In the same way, the results for simulations with the average and maximum hydraulic head
difference values (VR3 and VR4) were compared. One can see in Figures 3.13 and 3.14 that both
the choice of hydraulic variable (water level and hydraulic head) and computation method of the
difference term (maximum or average value) may impact result quality. Estimated breach opening
and discharge were improved in run VR2 and run VR4 compared to tests VR1 and VR3, respectively.
Using the hydraulic head (VR3 and VR4) instead of water level (VR1 and VR2) has proven to induce
lower NRMSE values and increase the accuracy of simulated breach dynamics and discharge. As
demonstrated, the equation with the maximum value of hydraulic head difference was integrated
into the Breach component of TELEMAC-2D to best estimate breach evolution and discharge.

Run ∆H f1 f2 uc NRMSE on breach width NRMSE on breach outflow

VR4 Max (Hup −Hdown ) 1.3 0.04 0.23 30.13% 12.5%
VR4P1 Max (Hup −Hdown ) 1.95 0.04 0.23 11.8% 7.7%
VR4P2 Max (Hup −Hdown ) 1.3 0.06 0.23 16.9% 8.3%
VR4P3 Max (Hup −Hdown ) 1.3 0.04 0.21 24.1% 8.1%
VR4P4 Max (Hup −Hdown ) 1.3 0.04 0.20 19.7% 7.4%

Table 3.7: Case 4 simulation parameterswith themodifiedVerheij andVan der Knaap (2003) formula.

The additional simulations presented in Table 3.7 were performed to investigate the influence of
breach width empirical parameters f1 and f2. Since default values resulted in a lower breach width
and discharge than experimental measurements, two simulations were performed by increasing f1
and f2 (150% of default values) in run VRP1 and VRP2, respectively. Figures 3.15 and 3.16 highlight
an improved prediction of breach characteristics when increasing f1 or f2. These user-defined pa-
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rameters can be calibrated to simulate cases with different levee material compositions. Additional
simulations VR4P3 and VR4P4 varying uc were also performed. Since silt content of levee material
in Case 4 is 14.9%, the actual uc range between 0.2 and 0.23 according to Table 3.2. Tests VR4P3
and VR4P4 show a clear improvement in the predicted breach width and discharge (Figures 3.17 and
3.18). As expected, decreasing the critical erosion velocity increases estimated breach erosion rates
and thus results in higher breach discharges approaching the values measured in experiments. For
Case 4, increasing f1 in run VRP1 achieved the best agreement with measured breach width and
hydrograph as it was more conservative than test VR4P4. One can also notice that estimated breach
width is more sensitive to changes in f1 and f2 than uc values.
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Figure 3.13: Measured and computed breach discharges with the Verheij and Van der Knaap (2003)
law.
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Figure 3.14: Measured and computed time-evolution of breach width with the Verheij and Van der
Knaap (2003) law.
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Figure 3.15: Measured and computed time-evolution of breach discharge with the modified Verheij
and Van der Knaap (2003) formula varying of f1 and f2.
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Figure 3.16: Measured and computed time-evolution of breach width with the Verheij and Van der
Knaap (2003) formula varying of f1 and f2.
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Figure 3.17: Measured and computed breach discharges with Verheij and Van der Knaap (2003)
model varying uc.
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Figure 3.18: Measured and computed time-evolution of breach width with the Verheij and Van der
Knaap (2003) formula varying uc.

3.4.1.5 Breach model by Froehlich (2008)

For the Froehlich (2008) model, a first run was performed with a lateral expansion period equal to
that observed experimentally for the breach to reach its ultimate width (90 min after the initiation
time). As shown in Figures 3.19 and 3.20, this value did not achieve a good concordance between
simulated and measured breach width and discharge. Indeed, the computed widening rate was
slow, and breach outflow rapid increase was not captured. Therefore, we conducted two additional
simulations (Table 3.8) with Tf adjusted as 75 min and 45 min.

In Figure 3.19, simulation with Tf = 45 min leads to a better estimation of breach widening and
more a conservative breach outflow hydrograph. Finally, Figure 3.21 illustrates the time evolution
of the trapezoidal-like shaped longitudinal breach section at the crest center line (y = 89 m) for Tf
= 45 min.

Tf (min) NRMSE on breach width NRMSE on breach outflow

90 19.1% 16.1%
75 10.3% 8.7%
45 10.3% 8.7%

Table 3.8: Case 4 simulation parameters with the Froehlich (2008) model and resulting NRMSE val-
ues.
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Figure 3.19: Measured and computed time-evolution of breach discharge with Froehlich (2008)
model.
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Figure 3.20: Measured and computed time-evolution of breach width with Froehlich (2008) model.

Figure 3.21: Longitudinal breach profile at the crest level (y=89 m) computed with Froehlich (2008)
model for Tf = 45 min.
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3.4.1.6 Influence of breach asymmetrical widening

Experimental research on levee failure highlighted critical differences between longitudinal and
frontal embankments breaching. Field and laboratory investigations (Kakinuma et al. (2013); Michelazzo
(2014); Rifai (2018); Elalfy et al. (2018)) reported a specific feature of levee breach dynamics that con-
sists in an asymmetrical lateral breakage. Due to the parallel approaching flow in the main channel,
the levee breach mainly expands towards the downstream edge of the breach (Figure 3.22). Imple-
menting additional features and physical processes in numerical breach models can help improve
their accuracy but can also bring additional uncertainties since the user defines additional param-
eters. Therefore, the impact of breach asymmetry on resulting breach discharge is investigated in
this section.

For the sake of simplicity, USBR (1988) (only implies time variation of the breach expansion) and
Verheij and Van der Knaap (2003) (includes hydraulic head in the main channel along breach loca-
tion) breach models are considered here to perform additional simulations with a non-symmetrical
breach widening where 4% of breach width is distributed upstream notch location and 96% down-
stream as reported in Kakinuma et al. (2013).

Results presented in Figure 3.23 show a very light impact of breach asymmetry on the resulting
breach outflow hydrograph. However, this conclusion can only apply for the latter test case and
parametric breach models with a simple floodplain configuration and a uniform bed with low bed
slopes in the longitudinal direction. Rifai et al. (2017a) reported the critical influence of tailwater on
the breach discharge; one can expect a significant influence of breach asymmetry for cases with a
non-uniform floodplain bed level impacting the flow through the breach channel in the presence of
tailwater, for example.

Figure 3.22: Definition of the erodible breach zone for symmetrical and non-symmetrical configu-
rations.
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Figure 3.23: Influence of the asymmetrical breach lateral erosion on breach discharge.

100 120 140 160 180 200

Time [min]

0

10

20

30

40

50

60

70

80

B
re

ac
h

 o
u

tf
lo

w
 [

m
3
s-1

]

T
d
 =  1 s

T
f
 / T

d
 = 10

T
f
 / T

d
 = 5

T
f
 / T

d
 = 2

Experimental

Figure 3.24: Influence of the vertical erosion rate on breach discharge (USBR (1988) formula).

3.4.1.7 Influence of breach vertical erosion

Most empirical breach models describe the lateral erosion rate, which is deemed to be the evolution
of breach top width (Zomorodi (2020)), while breach deepening is often considered instantaneous.
One can therefore question the influence of the breach vertical erosion rate on the predicted breach
discharge. Additional tests are presented here with the USBR (1988) formula for lateral erosion
and a variable deepening duration. Figure 3.24 shows that overestimating the breach deepening
period can significantly impact the estimated breach discharge as it influences the breach section
offered to convey the flow. However, the results remain accurate for a reasonable breach widening
period to breach vertical erosion between 10 and 5 for Case 4 with USBR (1988) formula. In addition,
considering a quasi-instantaneous breach, vertical erosion seems an interesting alternative. It results
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in good predictions of breach discharge. It exempts the user from calibrating Td as the ratio of
(Tf /Td) equal to 10 adopted in the results section was only validated in the context of this study.

3.4.1.8 RUPRO model

In this section, capabilities of the RUPRO breach model Paquier (2007) implemented in TELEMAC-
2D to estimate breach width and discharge are investigated. The linear erosion law (Eq. 3.15) is
used to compare the four different options of RUPRO (cf Section 3.2.4 ): RUP1 for Option 1, RUP2 for
Option 2, RUP3 for Option 3, and RUP4 for Option 4). Table 3.9 summarizes the configurations sim-
ulated, while changing options and values of the erodibility coefficient (60, 80, 100 and 120 (cm3/(s
Pa))). A non-symmetrical breach widening was used where 4% of breach width is distributed up-
stream of the notch location and 96% downstream of the notch as measured by Kakinuma et al.
(2013).

Run Kd (cm3/(s Pa)) Option NRMSE on breach width NRMSE on breach outflow

RUP1A 60 1 15.5% 11.3%
RUP1B 80 1 9.8% 11.6%
RUP1C 100 1 19% 23%
RUP1D 120 1 28.9% 23.53%
RUP2A 60 2 21.1% 17.7%
RUP2B 80 3 11.8% 11.3%
RUP2C 100 4 12.53% 14.81%
RUP2D 120 4 19.9% 22.5%
RUP3A 60 2 64.7% 53.3%
RUP3B 80 3 60.8% 47.5%
RUP3C 100 3 56.84% 41.5%
RUP3D 120 4 53.2% 35.7%
RUP4A 60 2 60.8% 55%
RUP4B 80 3 64.9% 49.6%
RUP4C 100 3 57.4% 44.8%
RUP4D 120 4 54.3% 40.7%

Table 3.9: Case 4 simulation parameters for different options of the RUPRO model and resulting
NRMSE values (All numerical runs were performed with an asymmetrical widening) .

First, RUP1 is used to compare the results with different widening configurations (Table 3.10).
In test "RUP1B-symmetrical", the breach widens symmetrically upstream and downstream notch
location. For the computation "RUP1B-asymmetrical," a non-symmetrical breach widening was used
where 4% of breach width is distributed upstream notch location and 96% downstream the notch as
measured by Kakinuma et al. (2013), and simulation "RUP1B-downstream" where the breach only
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widens downstream the notch. The erodibility coefficient Kd was set to 80 (cm3/(s Pa)) based on
simulations performed by Dazzi et al. (2019) of Case 4 using a 2D hydro-morphodynamic model
showing that breach width and discharge were best predicted forKd = 80 (cm3/(s Pa)).

Run Kd (cm3/(s Pa)) Option NRMSE on breach width NRMSE on breach outflow

RUP1B-symmetrical 80 1 10.6% 10.9%
RUP1B-asymmetrical 80 1 9.8% 11.6%
RUP1B-downstream 80 1 9.8% 11.8%

Table 3.10: Simulations with the Option 1 of RUPRO model and different widening configurations.
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Figure 3.25: Influence of the widening configuration on breach discharge with Option 1 of RUPRO
model andKd = 80 (cm3/(s Pa)).
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Figure 3.26: Influence of widening configuration on breach width of RUPRO Option 1, Kd= 80
(cm3/(s Pa)).
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Figure 3.27: Influence of widening configuration on breach bed level of RUPRO model and Kd= 80
(cm3/(s Pa)).

Figures 3.25, 3.26 and 3.27 highlight the impact of breach widening configuration on estimated
breach hydrograph and dimensions. Unlike previous empirical breach models, different results were
observed between symmetrical and non-symmetrical lateral breach opening with higher estimated
breach dimensions and outflow discharge for the latter configuration. Therefore, the assumption of
a symmetrical breach widening is questionable invalid for the RUPRO model. In addition, we per-
formed a test using the simplification stating that breach widens only in the downstream direction
"RUP1A-downstream", which resulted in equivalent results to the non-symmetrical configuration.

In the absence of information about the positions of breach extremities and ratios of upstream to
downstream breach width, the results above state that assuming that the breach only expands down-
stream from the notch is a better approximation than the symmetrical widening. In the following
sensitivity analysis we performed all tests with an asymmetrical breach widening.
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Figure 3.28: Comparison of computed breach discharge for different RUPRO model options and
Kd = 60 (cm3/(s Pa)).
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Figure 3.29: Comparison of computed breachwidth for different RUPROmodel options andKd = 60
(cm3/(s Pa)).
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Figure 3.30: Comparison of computed bed level for different RUPRO model options and Kd = 60
(cm3/(s Pa)).
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The influence of the erodibility coefficientKdwas also investigated. Hanson et al. (2010) provided
a table of erodibility coefficient values according to material compaction and clay fraction. Knowing
that for Case 4, the levee only contained 4.4% of clay, Kd values range from 50 to 800 (cm3/(s Pa)),
increasing from highly compacted structures to embankments with low compaction. Here we vary
the value of the erodibility coefficientKd through numerical runs between 60 and 120 (cm3/(s Pa)).

Figures 3.28, 3.29, 3.30, 3.31, 3.32, 3.33, 3.34, 3.35, 3.36, 3.37, 3.38 and 3.39 display the estimated
breach discharge, width and bed level for different erodibility coefficientsKd values tested with the
four different RUPRO model options presented in Section 4.2. For the sake of simplicity, breach
bed level is not presented for options 3 and 4 since Step 2 (deepening step) was identical to that in
option 1. All four options exhibit a critical sensitivity to the erodibility coefficient Kd; increasing
this parameter shortens breach opening start time. It also leads to higher breach widening and
deepening rates and thus increased breach discharge.

The results also highlight critical differences between the various model options. One can clearly
state that applying a reduction of the wetted perimeter in option 3 or both reducing Pw and the
lateral shear stress in option 4, during Step 3 induces under-estimated breach widths and outflow
discharges. In addition, increasing the erodibility coefficient did not allow significant improvements
in predictions of options 3 and 4.

Options 1 and 2 perform significantly better in estimating breaching start time, widening rate,
and outflow discharge. However, allowing both vertical and lateral breach opening during Step
2 in option 2 led to lower widening and deepening rates than in option 1. In the latter option,
assuming that the computed sediment discharges in Step 2 and Step 3 are independently eroded
from the breach bottom surface and lateral walls resulted in higher erosion rates than option 2.
With the latter option, the sediment discharge is split between the base and lateral faces of the breach
resulting in lower erosion rates. Therefore, the breach deepens fast in Step 2 of option 1 and offers
a more extensive section to convey breach discharge. The breach outflow discharge increases fast
and induces a higher hydrodynamic forcing, resulting in higher sediment discharges and widening
rates in Step 3.

Finally, the best fit is obtained with the original version of the RUPROmodel andKd = 80 (cm3/(s
Pa)), which combines low NRMSE values, a well-predicted initiation time, and a conservative pre-
diction of breach discharge.



3.4 RESULTS AND PARAMETRIC ANALYSIS 120

100 120 140 160 180 200

Time [min]

0

10

20

30

40

50

60

70

80

B
re

a
c
h
 o

u
tf

lo
w

 [
m

3
s-1

]

RUP1B

RUP2B

RUP3B

RUP4B

Experimental

Figure 3.31: Comparison of computed breach discharge for different RUPRO model options and
Kd = 80 (cm3/(s Pa)).
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Figure 3.32: Comparison of computed breachwidth for different RUPROmodel options andKd = 80
(cm3/(s Pa)).
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Figure 3.33: Comparison of computed bed level for different RUPRO model options and Kd = 80
(cm3/(s Pa)).
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Figure 3.34: Comparison of computed breach discharge for different RUPROmodel options forKd =
100 (cm3/(s Pa)).
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Figure 3.35: Comparison of computed breach width for different RUPRO model options and Kd =
100 (cm3/(s Pa)).
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Figure 3.36: Comparison of computed breachwidth and bed level for different RUPROmodel options
andKd = 100 (cm3/(s Pa)).
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Figure 3.37: Comparison of the computed breach discharge for different RUPRO model options and
Kd = 120 (cm3/(s Pa)).
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Figure 3.38: Comparison of computed breach width for different RUPRO model options and Kd =
120 (cm3/(s Pa)).
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Figure 3.39: Comparison of computed breach bed level for different RUPROmodel options andKd =
120 (cm3/(s Pa)).
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The influence of the erodibility coefficientKdwas also investigated. Hanson et al. (2010) provided
a table of erodibility coefficient values according to material compaction and clay fraction. Knowing
that for Case 4, the levee only contained 4.4% of clay, Kd values range from 50 to 800 (cm3/(s Pa)),
increasing from highly compacted structures to embankments with low compaction. Here we vary
the value of the erodibility coefficientKd through numerical runs between 60 and 120 (cm3/(s Pa)).
Figures 3.28, 3.29, 3.30, 3.31, 3.32, 3.33, 3.34, 3.35, 3.36, 3.37, 3.38 and 3.39 display the estimated
breach discharge, width and bed level for different erodibility coefficientsKd values tested with the
four different RUPRO model options presented in Section 3.2.4. For the sake of simplicity breach,
bed level is not presented for options 3 and 4 since Step 2 (deepening step) was identical to that in
option 1. All four options exhibit a critical sensitivity to the erodibility coefficient Kd; increasing
this parameter shortens breach opening start time. It also leads to higher breach widening and
deepening rates and thus increased breach discharge.

The results also highlight critical differences between the various model options. One can clearly
state that applying a reduction of the wetted perimeter in option 3 or both reducing Pw and the
lateral shear stress in option 4, during Step 3 induces under-estimated breach widths and outflow
discharges. In addition, increasing the erodibility coefficient did not allow significant improvements
in predictions of options 3 and 4. Options 1 and 2 perform significantly better in estimating breach-
ing start time, widening rate, and outflow discharge. However, allowing both vertical and lateral
breach opening during Step 2 in option 2 led to lower widening and deepening rates than in option
1. In the latter option, assuming that the computed sediment discharges in Step 2 and Step 3 are
independently eroded from the breach bottom surface and lateral walls resulted in higher erosion
rates than option 2. With the latter option, the sediment discharge is split between the base and lat-
eral faces of the breach resulting in lower erosion rates. Therefore, the breach deepens fast in Step
2 of option 1 and offers a more extensive section to convey breach discharge. The breach outflow
discharge increases fast and induces a higher hydrodynamic forcing, resulting in higher sediment
discharges and widening rates in Step 3. Finally, the best fit is obtained with the original version of
the RUPRO model and Kd = 80 (cm3/(s Pa)), which combines low NRMSE values, a well-predicted
initiation time, and a conservative prediction of breach discharge.

3.4.2 Case 2

Simulations of experimental Case 4 provided interesting information about the different breachmod-
els and how their parameters can impact predicted breach characteristics. In this section simulations
of the experimental Case 2 are presented including a sensitivity analysis to discuss the conclusions
drawn from the analysis of the numerical predictions for the experimental Case 4.

The first series of simulations aimed to set the vertical erosion duration for models that only
provide breach widening information and the configuration for breach widening (symmetrical or
non-symmetrical). For that purpose, a constant lateral erosion rate (91 m/h according the the USBR
(1988) formula) is used, the start time is defined at 41 min, initial breach width is set equal to the
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notch top width (B0 =3 m), and a final breach width of 30 m is predefined as a criterion to stop
breach widening.

Figure 3.40 compares estimated breach discharge for a breach vertical opening duration Td of 1
second (assuming a quasi-instantaneous breach deepening) and in the case of a Tf/Td ratio equal
to 10. One can see that only a slight difference is observed between the two simulations comforting
observations in section 3.4.1.7. Therefore, a quasi-instantaneous breach vertical opening can be a
good approximation, especially for empirical models requiring a user input vertical erosion duration.

In agreement with results for Case 4 presented in Section 3.4.1.6, Figure 3.41 confirms that the
breach discharge predicted for a symmetrical breach widening is similar to that calculated in the
case of an asymmetrical configuration for empirical breach equations. Although the symmetrical
breach widening assumption did not impact breach discharge for simple empirical laws, the para-
metric analysis for Case 4 highlighted its apparent impact on the RUPRO model results. Therefore,
an asymmetrical breach widening (7% upstream from the initial notch and 93% downstream) is con-
sidered for all models, including the RUPRO model. Thus, we set a quasi-instantaneous breach
deepening in the simulations presented hereafter with the linear erosion laws, the Verheij (2002)
model, and the Verheij and Van der Knaap (2003) model.
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Figure 3.40: Influence of the vertical erosion rate on breach discharge (USBR (1988) formula).
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Figure 3.41: Influence of the lateral erosion configuration on breach discharge (USBR (1988) for-
mula).

3.4.2.1 Linear widening rate

In this section we compare simulations of levee breach experiment Case 2 following a linear widen-
ing law and different erosion rates including the USBR (1988) model and Von Thun and Gillette
(1990) model with hw considered constant and set to its at the time of failure, as shown in Table
3.11.

Run EW1 (m/hr) EW2 (m/hr) NRMSE breach width NRMSE breach outflow

WL1 35 35 7.8% 14.3%
WL2 45 45 11.4% 14.8%
WL3 55 55 15.6% 15.4%
WLD 45 9 7.4% 14.8%

Von Thun and Gillette (1990) Eq. 3.4 3.4 15.6% 11.9%
USBR (1988) 91 91 25.5% 17.1%

Table 3.11: Linear growth law simulation parameters of Case 2.

Figures 3.42 and 3.43 compares the numerical results with the observed time series of breach
width and discharge. All tests predicted breach hydrographs with reasonable accuracy and NRMSE
values ranging between 14% and 17%. However, a rapid increase in breach discharge, followed
by a peak, was obtained in the numerical simulations while not observed in experiments. This
artifact can be ascribed to the overestimated breach width in the early breaching stage. The peak in
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the experimental breach hydrograph was captured in numerical simulations. The amplitude of the
computed peak increases for runs with higher erosion rates.

One should note that, although breach width was overestimated in all runs (except runWL1), the
amplitude of breach outflow peak is slightly underestimated for runsWL2, WL3, andWLD, probably
due to the simplifying assumptions of the 2-D hydrodynamic model and precision of experimental
measurements. Additionally, using a different widening rate during breach stage 2 results in a very
similar breach hydrograph to that simulated with a single erosion rate for the whole duration of the
breaching process.
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Figure 3.42: Comparison of computed breach discharges with linear erosion equations.
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Figure 3.43: Comparison of computed breach widths with linear erosion equations.
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3.4.2.2 Breach model by Verheij (2002)

In contrast to the observations made in Case 4, the Verheij (2002) model provided satisfactory pre-
dictions for Case 2 (Figures 3.44 and 3.45) with a NRMSE value on breach discharge of 17.8% and
21.3% on breach width. A first artificial peak was also observed in this simulation for breach dis-
charge. It was higher than previous runs with the linear erosion models, which can be explained
by a much higher computed breach width at the beginning of the process with the Verheij (2002)
model.
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Figure 3.44: Comparison of measured and computed breach discharges with the Verheij (2002).
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Figure 3.45: Comparison of measured and computed breach widths with the Verheij (2002).
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3.4.2.3 Breach model by Verheij and Van der Knaap (2003)

Figures 3.46 and 3.47 compares the Verheij and Van der Knaap (2003) model simulations VR1 and
VR2 with a difference in water level and water head, respectively. Recall that simulations for Case
4 showed a significant improvement when using the water head with respect to the original for-
mulation with the water level. Surprisingly, the model behavior is similar for both configurations,
with a slightly higher widening rate in run VR2. The difference observed between Case 4 and Case 2
could be explained by the low inflow discharge in Case 2 that results in lower velocities in the main
channel. Therefore, the estimated breach width with the original version and the one using the
hydraulic head were very similar in the first breaching stage. However, in the second stage, breach
width was higher in run VR2 due to the flow acceleration in the main channel in the upstream and
breach zones, as shown in experimental investigations resulting in higher hydraulic head values. As
observed for the linear widening laws, the difference in breach width during the second breaching
stage did not influence breach discharge.

Run ∆H f1 f2 uc NRMSE on breach width NRMSE on breach outflow

VR1 Max (hup − hdown ) 1.3 0.04 0.16 7.7% 16.2%
VR2 Max (Hup −Hdown ) 1.3 0.04 0.16 9.3% 16.1%

Table 3.12: Case 2 simulation parameters with the Verheij and Van der Knaap (2003) formula.
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Figure 3.46: Comparison of computed breach discharges the Verheij and Van der Knaap (2003) for-
mula.
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Figure 3.47: Comparison of computed breach widths the Verheij and Van der Knaap (2003) formula.

3.4.2.4 Breach model by Froehlichl (2008)

Simulation with the Froehlichl (2008) model included a first run with a lateral expansion period
equal to that required for the breach to reach its ultimate width in the experiment (78 min after the
initiation time) and a test with a reduced Tf of 50% as in Case 4, decreasing Tf by 50% achieved the
best fit with measured breach width and discharge. A similar parametric analysis is performed for
Case 2, the first run was performed using the duration observed in experiments, then in the second
run we decreased Tf by 50% as shown in Table 3.13.

Tf (min) NRMSE on breach width NRMSE on breach outflow

78 20.4% 12%
39 10.8% 10.4%

Table 3.13: Case 2 simulation parameters with the Froehlich (2008) model and resulting NRMSE
values.

Figures 3.48 and 3.49 display the dependence between estimated breach parameters and the pa-
rameter Tf of the Froehlich (2008) model. Decreasing the experimental value of Tf by 50% appears
to be necessary as for Case 4 to achieve reasonable predictions. One can also note that the first
artificial peak in breach discharge observed with previous empirical models is significantly reduced
with the Froehlich (2008) model and Tf=39 minutes that offers a better fit between computed and
measured breach width in the first stage of levee breaching.
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Figure 3.48: Comparison of computed breach discharges with Froehlich (2008) model for different
Tf values.
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Figure 3.49: Comparison of computed breach widths with Froehlich (2008) model for different Tf
values.

3.4.2.5 RUPRO model

The different numerical tests performed for Case 2 with the RUPRO model are summarized in Table
3.14. Both the influences of the erodibility coefficients and RUPRO model options are investigated.
In Case 2 the clay content of the levee was similar to Case 4 and represented a fraction of 4.4%.
Therefore, equal erodibility coefficientKd values were tested for both cases, ranging from 60 and 120
(cm3/(s Pa)). Breach widening was considered asymmetrical with 3% of the total width distributed
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upstream from the initial notch and 97% downstream.

Run Kd (cm3/(s Pa)) Option NRMSE on breach discharge NRMSE on breach width

RUP1A 60 1 11.5% 12.2%
RUP1B 80 1 14.9% 26.8%
RUP1C 100 1 17.1% 30.7%
RUP1D 120 1 18.2% 33.6%
RUP2A 60 2 7.2% 17.6%
RUP2B 80 3 12.1% 24.1%
RUP2C 100 4 15% 28.5%
RUP2D 120 4 17.2% 31.7%
RUP3A 60 2 11.5% 32.9%
RUP3B 80 3 13.1% 25.7%
RUP3C 100 3 14.4% 20.3%
RUP3D 120 4 14.7% 16.1%
RUP4A 60 2 11.2% 29.3%
RUP4B 80 3 12.8% 21.6%
RUP4C 100 3 14% 15.8 %
RUP4D 120 4 14.6% 11.7%

Table 3.14: Case 2 simulation parameters for different options of the RUPRO model and resulting
NRMSE values .

Figures 3.50, 3.51, 3.52, 3.53, 3.54, 3.55, 3.56, 3.57, 3.58, 3.59, 3.60 and 3.61 present the resulting
breach discharge, width and bed level for the different options of the RUPRO model and varying
erodibility coefficients Kd values. As explained for Case 4, breach bed level is not presented for
options 3 and 4 since Step 2 (deepening step) was identical to that in option 1. Looking at the re-
sults, we first observe that breach width and depth are very sensitive to the RUPRO model options
and erodibility coefficient Kd values while breach discharge is less impacted and remains reason-
ably estimated. Figures of breach discharge also confirm that first artificial peak observed in some
numerical results is due to the overestimated breach width at the beginning of the failure process.
As observed for Case 4 options 1 and 2 tend to overestimate breach width while it is rather under-
estimated in options 3 and 4 with the reduction of the wetted perimeter Pw and the lateral shear
stress during Step 3. However, breach width values remain closer to the measured values while the
results differed strongly for Case 4 with options 3 and 4. An explanation may be that the breach
base and lateral walls surface is lower for Case 2 in which levee dimensions were different from that
of Case 4, so the reduction of the wetted perimeter had a limited impact. Finally, options 1 and 2
predicted more conservative breach discharge values and the best estimations were obtained with
the original version of the RUPRO model and Kd = 80 (cm3/(s Pa)), which combines low NRMSE
values, a well-predicted initiation time, and a conservative prediction of breach discharge.
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Figure 3.50: Comparison of computed breach discharge for different RUPROmodel options forKd =
60 (cm3/(s Pa)) (Case 2).
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Figure 3.51: Comparison of computed breach width for different RUPROmodel options forKd = 60
(cm3/(s Pa)) (Case 2).
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Figure 3.52: Comparison of computed breach bed level for different RUPROmodel options forKd =
60 (cm3/(s Pa)) (Case 2).
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Figure 3.53: Comparison of computed breach discharge for different RUPROmodel options forKd =
80 (cm3/(s Pa)) (Case 2).
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Figure 3.54: Comparison of computed breach width for different RUPROmodel options forKd = 80
(cm3/(s Pa)) (Case 2).
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Figure 3.55: Comparison of computed breach bed level for different RUPROmodel options forKd =
80 (cm3/(s Pa)) (Case 2).
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Figure 3.56: Comparison of computed breach discharge for different RUPROmodel options forKd =
100 (cm3/(s Pa)) (Case 2).

40 50 60 70 80 90 100 110 120 130

Time [min]

0

5

10

15

20

25

30

35

B
re

ac
h

 w
id

th
 [

m
]

RUP1C

RUP2C

RUP3C

RUP4C

Experimental

Figure 3.57: Comparison of computed breach width for different RUPRO model options for Kd =
100 (cm3/(s Pa)) (Case 2).
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Figure 3.58: Comparison of computed breach bed level for different RUPROmodel options forKd =
100 (cm3/(s Pa)) (Case 2).
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Figure 3.59: Comparison of computed breach discharge for different RUPROmodel options forKd =
120 (cm3/(s Pa)).

40 50 60 70 80 90 100 110 120 130

Time [min]

0

5

10

15

20

25

30

35

B
re

ac
h

 w
id

th
 [

m
]

RUP1D

RUP2D

RUP3D

RUP4D

Experimental

Figure 3.60: Comparison of computed breachwidth and bed level for different RUPROmodel options
forKd = 120 (cm3/(s Pa)).
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Figure 3.61: Comparison of computed breach bed level for different RUPROmodel options forKd =
120 (cm3/(s Pa)).
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3.5 Discussion

In section 3.4 an extensive analysis of the simplified breach models was performed and provided
important insights about their capabilities to capture breach characteristics and the impact of their
input parameters and assumptions on results accuracy.

The first part of the simulations focused on the effect of user-input erosion rates in the simple
time-dependent linear breach model. Results highlighted model capabilities to predict breach dis-
charge correctly when the user defines appropriate erosion rates. Although such information is
not straightforward, some indications from the literature and historical levee failure cases can help
identify the adequate range of breach opening rates.

Furthermore, simulation with two different phases of breach widening required an additional
user-input erosion rate for the second stage. Still, it did not have a significant impact on breach
discharge results. The second set of simulations addressed some questions regarding the definition
of the hydrodynamic variable hw in Von Thun and Gillette (1990) model for levee breach cases:
both original formulation and adjusted ones managed to predict accurate and conservative breach
discharge. It was also observed that the Verheij (2002) model results were differently appreciated
for Case 4 and Case 2. In experimental Case 4, characterized by a higher main channel inflow
discharge, breach width and outflow were significantly underestimated by the Verheij (2002) model.
At the same time, the breach outflow was well predicted for Case 2. This highlights an explicit
limitation of simple empirical breach models that do not account for the hydrodynamic forces that
play a significant role in breach dynamics. Then, simulations with the modified version Verheij and
Van der Knaap (2003) model using maximum hydraulic head difference performed better than the
original formulation using water level difference on the simulated Case 4. While in Case 2, with
lower flow velocities in the main channel, no significant improvement was observed with the new
version. This model is an interesting option for levee breach modeling. It only requires a few input
parameters, and it is not necessary to specify final breach width or widening duration, a priori as a
natural balance can arise. However, a breach initiation criterion is still required to run this model,
and the empirical parameters uc, f1, and f2 can be calibrated to improve model predictions. When
poor information is available about breach initiation, dimensions, and lateral expansion duration
process, the RUPRO model is the most predictive and less user-dependent breach model as it is
not mandatory to define the latter parameters. The model correctly captured breach start time
while breach width was generally overestimated with options 1 and 2 and underestimated with
options 3 and 4. The appreciations of model options performances differed between Case 4 and
Case 2 as the levee geometry and main channel inflow were different in both cases. Additionally,
we performed simulation with the option 1 of the RUPRO model using the Meyer-Peter and Müller
(1948) formula for sediment discharge estimation but the optimal values of the coefficient α to get
correct predictions of breach width and discharge, were much higher than conventional values used
in hydro-morphodynamic models and conventional values of 8, 12 or 18 fell short to capture breach
characteristics as shown in Figures 3.62, 3.63, 3.64 and 3.65. Among the tested values for α a value
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of 100 and 18 best predicted breach width and discharge for Case 4 and Case 2, respectively.

It has been shown in Section 3.4.1.6 that the assumption of a symmetrical breach widening did
not modify the computed breach discharge in comparison to tests with a non-symmetrical breach
widening. However, assuming a symmetrical breach widening impacts the simulated breach loca-
tion with respect to protected areas in the floodplain. Breach symmetry is expected to significantly
impact flood risk assessment studies as shown by Tadesse and Fröhle (2020) for the 1996 levee breach
flood event of Awash River at Wonji, Ethiopia. Additionally, the resulting breach outflow and di-
mensions from the RUPRO model were much higher in the case of an asymmetrical breach which is
not surprising as breach dimensions were estimated from the sediment discharge directly linked to
hydrodynamic forces through the excess shear stress equation. On the other hand, assuming a non-
symmetrical breach widening implies the user to provide additional information quantifying the
upstream and downstream breach portions. Wu et al. (2017) performed overtopping induced levee
breach experiments in a U-bend flume and quantified the non-symmetrical breach lateral develop-
ment with a coefficient representing breach downstream width to breach upstream width ratios.
Coefficients of about 2.2–2.6 were estimated for non-cohesive levees and 2.7–3.3 for cohesive lev-
ees. However, field-scale experiments in a linear river channel by Kakinuma et al. (2013) showed
coefficients of about 6.7-25.7. Zomorodi (2020) stated that for the sake of simplicity, one might
also consider that the breach only expands in the downstream direction. Therefore, we performed
additional simulations with the RUPRO model, where the breach only widens in the downstream
direction. Indeed, the latter assumption provided similar results to the ones obtained with the non-
symmetrical configuration without the need to define breach downstreamwidth to breach upstream
width ratios.

Regarding the empirical breach models that do not include a vertical erosion rate, it has been
shown that a reasonable linear erosion duration could be defined within the very early breaching
stage. Otherwise, the assumption of a quasi-instantaneous breach deepening can be used as a good
simplifying approximation.

Fluvial dike breaches are generally observed with a trapezoidal-like longitudinal profile induced
by material erosion by the water flow through the breach channel and failure of unstable sediment
blocks. However, the longitudinal breach section is generally assumed rectangular in simplified
breach models as levees are much longer than deeper this assumption does not significantly impact
the breach section area as mentioned by Zomorodi (2020). The simulations presented in Section
3.4 with the Froehlich (2008) breach model were performed with a quasi-trapezoidal longitudinal
breach section. However, the influence of breach section shape was not discussed since different
erosion rates were used in the latter model compared to tests with a rectangular breach section.
We perform simulations to verify the sensitivity of the estimated breach outflow to the shape of
the breach longitudinal profile with fixed lateral and vertical erosion rates using the USBR (1988)
formula. The results for a classical rectangular breach section and a trapezoidal-like section (as
used for the Froehlichl (2008) model) are compared. Figures 3.66 and 3.67 show the evolution of
breach discharge for both rectangular and trapezoidal breach longitudinal sections in cases 4 and
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2, respectively. The results are very similar in both configurations for Case 4, characterized by an
extensive breach. In contrast, breach section shape significantly impacted results in Case 2 with a
relatively small breach width. One can conclude that the breach section shape has a greater impact
in cases with small breach widths while it seems not to influence large breaches.
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Figure 3.62: Comparison of computed breach discharge for different values of α in Case 2.
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Figure 3.63: Comparison of computed breach width for different values of α in Case 4.
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Figure 3.64: Comparison of computed breach discharge for different values of α in Case 2.
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Figure 3.65: Comparison of computed breach width for different values of α in Case 2.
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Figure 3.66: Influence of the longitudinal breach section shape on breach discharge for Case 4 (USBR
(1988) formula).
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Figure 3.67: Influence of the longitudinal breach section shape on breach discharge for Case 2 (USBR
(1988) formula).

3.6 Conclusion

In this Chapter, a set of parametric equations describing breach expansion and the RUPRO breach
model were presented and implemented in the breach module of TELEMAC-2D. Numerical simula-
tions of side-overflow levee failure field experiments were conducted to assess the performances and
usability of the newly integrated breachmodels in TELEMAC-2D. The simplifiedmodeling approach
with asymmetrical breach widening and idealized breach longitudinal sectional profile (rectangular
or trapezoidal shape) have been shown to predict consistent breach features with experimental data
(breach dynamics and discharge). Table 3.15 summarizes the different breach models required user
input parameters. Most tested breach models performed well during the breach formation stage and
better during the quasi-stabilization stage provided they were well-calibrated. Finally, the analysis
of various simple breach models provided the following primary outcomes :

• Parametric models are simple and time-efficient but include numerous assumptions for breach
initiation, shape, and dimensions. The user expertise is essential to correctly choose the ad-
equate breach model and set reasonable input parameters accounting for the simulated site
specifications.

• Although some breach models underestimated breach width in the second stage, they pro-
vided reasonable estimations of breach outflow. Experimental investigations could explain
this trend, which reported a dead water area formation at the upstream end of the breach.
Thus, breach outflow is only conveyed through the downstream part of the breach section.

• For the studied parametric models, breach characteristics were directly influenced by user-
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defined parameters such as the erosion rate for the simple linear widening formula or the
empirical factors f1, f2 and uc for the Verheij and Van der Knaap (2003) model. At the same
time, it was less sensitive to breach asymmetry and vertical erosion duration as long it re-
mained in a reasonable range within the very early breaching stage.

• The use of the original RUPRO model and its modified version within the IMPACT project
provided satisfactory results for both tested cases. At the same time, option 3 with the re-
duced wetted perimeter in Step 3 and option 4 with the reduced lateral shear stress perform
differently for different levee geometries and main channel inflow discharges.

• The asymmetry of lateral breach expansion significantly influenced the breach hydrograph
and dimensions with the RUPRO model while assuming an exclusive widening in the down-
stream direction resulted in very similar results with asymmetrical configuration.

• The Verheij and Van der Knaap (2003) does not require information about the final breach
width or widening duration. In addition, using the hydraulic head instead of the water level
allows better prediction for cases with high main channel inflow discharge.

• The RUPRO model is the most predictive and less user-dependent breach model as there is
no need to define an initiation criterion or a direct breach widening rate, and breach final
width is not necessary.However, a good calibration of the erodibility coefficient Kd or the
dimensionless coefficient α remains necessary.

Breach model Start criterion Bf or Tf Other

Linear YES YES NO
Two stages YES YES NO

Von Thun and Gillette (1990) YES YES NO
Verheij (2002) YES YES NO

Verheij and Van der Knaap (2003) YES NOT NECESSARY f1, f2, uc
Froehlich (2008) YES YES NO

RUPRO NO NOT NECESSARY Kd / α

Table 3.15: Breach models required input parameters.



Chapter 4

Detailed physically-based approach for
side-overflow levee breaching

La modélisation numérique détaillée de la rupture de digues fluviales est un sujet en plein

développement et les modèles hydro-morphodynamiques bidimensionnels ont fait l’objet de

nombreux progrès. Dans ce chapitre, le module hydrodynamique TELEMAC-2D est couplé

au module morphodynamique SISYPHE/GAIA du système TELEMAC-MASCARET pour

simuler des expériences de rupture de digues fluviales à échelles de laboratoire et de terrain.

Lemodule de rupture de pente est amélioré afin de tenir compte de différents angles de repos

des sédiments et de nouvelles formules pour le transport de sédiment par charriage ont été

implémentées et testées. Les résultats des différentes simulations reproduisent de façon

satisfaisante les caractéristiques de la brèche. Une analyse de sensibilité met également

en évidence l’importance du calage des différents paramètres du modèle nécessaire pour

améliorer la qualité des résultats.
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4.1 Introduction

Understanding and predicting levee breach-induced floods is essential due to their potential hu-
man, environmental and economic damages. The different causes and mechanisms of fluvial dike
breaching were detailed in Chapter 1. The literature review also highlighted a higher frequency of
levee failure cases resulting from overtopping. Over the past few decades, significant advances have
been made in research on levee breaching that differs from frontal embankment breaching (Elalfy
et al. (2018), Islam (2012), Kakinuma et al. (2013), Michelazzo (2014), Rifai et al. (2017a)). Levee
breaching under overtopping conditions involves complex interactions between the flow field, dike
material, and geotechnical aspects. This results in complex physical processes, including different
flow regimes (subcritical, critical, supercritical), surface erosion and sediment transport, sediment
failure due to slope instability, and other effects depending on the embankment composition and
site specifications. Parametric and simplified physically-based models do not explicitly compute
breach morphodynamics (Chapter 1), while most hydrodynamic and sediment transport processes
are implemented in detailed physically based models. In general, two-dimensional models solve the
Shallow Water equations for the flow field and the Exner equation for bed morphodynamics. Only
a few studies included suspended load transport (Wang and Bowles (2006), Chinnarasri et al. (2003))
as it is usually negligible for embankment failure application while bedload transport capacity is
estimated using common formula such as the Meyer-Peter and Müller (1948) equation validated for
laboratory experiments with bed slopes that do not exceed 2.4% and sediments of median diameters
ranging from 0.4 to 29 mm, the Ashida and Michiue (1972) equation widely user in Japan, and Smart
(1984) equations validated for steep bed slopes (that do not exceed 20%) and sediments of median
diameters ranging from 2 to 10.5 mm. This is questionable as these empirical formulas were used
for complex configurations like levee failure, including highly transient flow and steep bed slopes.
However, their use can provide a reasonable representation of breach expansion in fluvial dikes
induced by flow overtopping (Kakinuma and Shimizu (2014),Volz et al. (2017), Dazzi et al. (2019),
Elalfy et al. (2018)). Another option consists in using the excess shear stress equation (Walder and
O’Connor (1997)) to estimate the material erosion rate. Dazzi et al. (2019) compared the results of
the bedload transport formula by Smart (1984) and that estimated with the linear excess shear stress
equation. Results highlighted that both models’ performances were equivalent, provided they are
well calibrated. Some models also integrate the failure of unstable material by geometric methods
with stability criteria based on sediment repose angles. However, the use of detailed physically-
based models is still limited as they require further validation.

The main objective of this chapter is to investigate the performance of a detailed physically based
modeling approach to predict overtopping induced breaching. This approach couples the hydrody-
namic and morphodynamic components of the TELEMAC-MASCARET system TELEMAC-2D and
SISYPHE/GAIA, respectively, to model interactions between hydrodynamics, sediment transport,
and bank stability (El Kadi Abderrezzak et al. (2016)). The two-dimensional hydrodynamic module
TELEMAC-2D solves shallow water equations using finite volume or finite element methods. The
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morphodynamic module SISYPHE/GAIA is used, considering only bed load transport. It computes
bed evolution by solving Exner’s sediment continuity equation (Exner (1920)). Various equations
are available to compute sediment flux; additional formulations were implemented and tested in
the context of this thesis. The model incorporates a bank failure operator that we modified to ac-
count for three different repose angles ϕwet, ϕdry and ϕdep for submerged, emerged, and deposited
sediments, respectively. Sediment transport magnitude and direction corrections for the bed slope
effect and bottom shear stress direction correction for the secondary current effect are also avail-
able. The model is applied to simulate non-cohesive fluvial dike breaching induced by overtopping
flows. A laboratory experiment conducted by Rifai et al. (2019) and two field scale experiments of
levee failure due to overtopping presented by Kakinuma et al. (2013) were simulated. The numerical
results are compared against measured breach outflow and water and reliable time-resolved, 3-D
measurements of the evolving breach topography. A sensitivity analysis is carried out to highlight
the most influencing parameters.

The chapter is organized as follows. Section 4.2 briefly describes the 2D hydro-morphodynamic
model. The laboratory and field scale experiments are described in Section 4.3. The results of the
simulations are presented in Sections 4.4, 4.5, and 4.6. In Section 4.7, an overall discussion is given
followed by concluding remarks in Section 4.8.

4.2 Model description

4.2.1 Hydrodynamic component

To compute flow characteristics we use the hydrodynamic module TELEMAC-2D from TELEMAC-
MASCARET system. It solves the two-dimensional Saint-Venant equations as described in Section
3.2.

4.2.2 Morphodynamic component

The morphodynamic module SISYPHE/GAIA simulates sediment transport (bedload and suspended
load) and bed morphodynamics. It is based on the two-dimensional continuity equation of sedi-
ments; Exner equation (Exner, 1920) written hereafter in the case of bedload transport only, under
quasi equilibrium flow conditions:

(1− p)
∂zb
∂t

+
∂qx
∂x

+
∂qy
∂y

= 0 (4.1)

with p bed porosity, zb the bed elevation in (m) and qx and qy are bed load transport rates per
unit width (m2/s) in the x and y directions, respectively.



4.2 MODEL DESCRIPTION 146

4.2.2.1 Equations for bedload transport

After solving the flow field equations, the sediment transport is estimated to compute the morpho-
dynamic changes in the bed (Eq. 4.1). The morphodynamic module SISYPHE/GAIA incorporates the
most commonly-used sediment transport equations to calculate the bedload transport rate relying
on the Shields criterion for incipient motion, such as the Meyer-Peter andMüller (1948) formula (Eq.
4.2). In this research work, we implemented Ashida and Michiue (1972) (Eq. 4.3) and Smart (1984)
(Eq. 4.4) bedload equations that were used in the literature to simulate embankment breaching
(Dazzi et al. (2019), Tabrizi et al. (2015), Elalfy (2015)).

Meyer-Peter and Müller (1948) bedload transport formula{
Φ = α(θ − θc)

1.5 θ > θc

Φ = 0 θ ≤ θc
(4.2)

Ashida and Michiue (1972) bedload transport formula: Φ = 17θ1.5(1− θc
θ )(1−

√
θc
θ ) θ > θc

Φ = 0 θ ≤ θc
(4.3)

Smart (1984) bedload transport formula:{
Φ = 4(d90d30

)0.2FS0.1θ0.5(θ − θsmc ) θ > θsmc

Φ = 0 θ ≤ θsmc
(4.4)

WithF the Froud number,d30 and d90 the grain sizes at which 30% and 90% of sediments are finer,
Se the energy slope, (θsmc = θc(1− Se

tanϕwet
)) the dimensionless critical shear stress by Smart (1984),

θc the critical Shields (1936) parameter equal to 0.047 as suggested byMeyer-Peter andMüller (1948),
θ and Φ are the dimensionless Shields parameter and sediment discharge, computed as follows : θ = τb

g(ρs−ρ)d50

Φ = qb√
g( ρs−ρ

ρ
d350)

(4.5)

Where qb is the bedload discharge per unit width (m2/s) and τb the bed shear stress in (Pa).

4.2.2.2 Secondary currents effects on the direction of the bed shear stress

Secondary flow patterns (helical, spiral) are generally observed in curved and meandering channels.
In such cases, the sediment transport direction deviates from the bed shear stress direction. These
effects are directly captured by three-dimensional models, while two-dimensional models neglect
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vertical velocities. Different authors proposed formulas to include the secondary flow effects in
two-dimensional models. Engelund (1974) proposed a formula for the angle δ between the bedload
transport direction and main flow direction as follows:

tan δ = 7
h

r
(4.6)

Where h is the water depth and r the local radius of curvature of the streamline.

4.2.2.3 Bed slope effects on the magnitude and direction of sediment transport

As discussed above, most available bedload transport formulas were mainly fitted against laboratory
data with smooth bed slopes (except for the Smart (1984) formula). Gravity can highly influence
the bedload transport for cases with steep or mild slopes. In SISYPHE/GAIA, correction formulas
are available to take into account the bed slope effect on both the magnitude (Koch and Flokstra
(1980), Soulsby (1997)) and the direction of bedload transport (Koch and Flokstra (1980), Talmon
et al. (1995)). Koch and Flokstra (1980) proposed a correction of the bedload magnitude by adding a
diffusion factor in the Exner equation as follows :

qbnew = qb

[
1 + β

(
∂xzb cosαb + ∂yzb sinαb

)]
(4.7)

where qbnew is the corrected bedload rate, β is an empirical coefficient accounting for the stream-
wise bed slope effect which default value is equal to 1.3 and αb is the angle between the sediment
transport direction and the x-axis direction. Another formula was also developed by Soulsby (1997)
based on the modification of the critical Shields parameter as follows:

θssc = θc
cosψ sin ξ +

√
cos2 ξ tan2 ϕ− sin2 ψ sin2 ξ

tanϕ
(4.8)

where θssc is the corrected critical Shields parameter, ϕ is the angle of repose of the sediment, ξ is
the bed slope angle with x-axi, and ψ is the angle between the flow and the bed slope directions.

The correction of bedload direction due to the combination of bed slope and secondary currents
is given by the relation of Bendegom (1947):

tanαb =
sin δ − T∂yzb
cos δ − Ti∂xzb

(4.9)

where the coefficient Ti is calculated can be calculated according to Talmon et al. (1995) as follows:

Ti =
1

β2
√
θ

(4.10)

Where β2 is an empirical coefficient which default value is 0.85 but can be calibrated.
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Koch and Flokstra (1980) also proposed a formula for Ti as follows:

Ti =
2θ

3
(4.11)

4.2.3 Bank failure algorithm

The bank failure algorithm compares the slope of each element in the grid with a stable slope that is
assumed to be the tangent of the user-defined sediment repose angle ϕ. Whenever the slope of the
element exceeds the stable slope, the element is rotated around a horizontal axis until it reaches a
stable slope. In the presence of a non-erodible substrate, the rotation is limited so that the final bed
elevation is not below the level of the substrate. Examples of similar slope failure algorithms can be
found in the literature, and some studies (Elalfy et al. (2018), Evangelista (2015), Guan et al. (2014),
Swartenbroekx et al. (2010)) define distinct stability criteria depending on the water content of sedi-
ments. In this context, we updated the original slope failuremodule of SISYPHE/GAIA to account for
different wet (ϕwet) , dry (ϕdry) and deposited (ϕdep) sediments repose angles. Rotating the element
around a horizontal axis is equivalent to considering that a specific volume of sediment material in
the upper half of the element (the half higher than the axis) is instantaneously transported to the
lower half of the element. The axis of rotation intersects the center of gravity of the element and is
chosen so that the volume lost above the axis equals the volume gained below it. When the rotation
is performed on all unstable elements (those with an angle steeper than ϕwet, ϕdry or ϕdep), this
produces node height discontinuities in nodes shared by adjacent elements. Subsequently, the new
height for each node is obtained by averaging the height discontinuities according to the adjacent
element areas. It is, thus, performed in a mass conservative way.

The algorithm does not ensure a newly stable geometry after applying the bank failure module
in one single iteration. It is possible to perform several iterations of the algorithm within each
computational time step until all the elements forming the bank have a stable angle. However, this
would result in significant computational times. Additionally, this simplified geometric approach
is highly dependent on mesh size. A short analysis of a simple hypothetical case is presented in
Appendix A to highlight this dependency.

The sediments’ repose angle values can be measured in experimental tests but are usually not
documented in real field cases. Al-Hashemi and Al-Amoudi (2018) presented an extensive review of
the different measurement methods and factors influencing the angle of repose of granular material.
Some typical gravel, sand,and clay repose angle values can be found in (http://www.geotechdata.info).
The reference values can be varied by 3° or 6° to account for other parameters such as soil moisture,
compaction, and other components (Wu et al. (2017)).

In the simulations presented hereafter, the bank slope operator is activated at each flow and
sediment transport time step, and the number of sub-iterations is set to 1.
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Figure 4.1: Representation of the sediment slide algorithm steps within a single iteration.

4.3 Validation cases

This section presents the laboratory and field experiments used to validate model improvements
and evaluate its capacities to reproduce fluvial dikes breaching.

The laboratory dataset derives from the broader study of non-cohesive fluvial dike breaching
undertaken by Rifai et al. (2019). Experiments consisted in provoking the overtopping of the main
channel flow over the dike crest at a designated spot (i.e., initial notch) and observing subsequent
dike erosion and breach expansion. Details about the experimental setup and measurements are
given in Chapter 2 and by Rifai et al. (2017b). Test 36 conducted at the National Laboratory of Hy-
draulics and Environment of EDF-R&D was numerically simulated to validate newly implemented
model improvements and discuss its performances. The experimental model was the same as in
Chapter 2; it consisted of the main channel with a 7 m long side opening toward a 1 × 7 m floodplain.
The main channel width l was set ton 1.8 m. The bottom of the main channel and the floodplain
were at the same level and can be made of rigid material. The opening side was obstructed with
sand to represent a fluvial dike of trapezoidal shape, as shown in Figure 4.2. The sand was uniform,
with a median diameter d50 = 1 mm, a density ρs = 2470 kg/m3, a porosity p = 0.37, a measured dry
sediments repose angle of 55° and 28° for wet sediments. A perforated plane located at the down-
stream end regulated the flow so that, for a given inflow discharge Qi, the water level in the main
channel was at the dike crest level. In the selected Test 36, the flow across the breach was discharged
freely from the floodplain without any storage change or tailwater effects (Figure 4.2) and the inflow
discharge Qi was equal to 0.072 (m3/s).

The field-scale dataset comes from the Japanese Chiyoda flume experiments and two different
configurations were simulated. Case 2 and Case 4 performed by Kakinuma et al. (2013) consisted
in triggering levee breaching by overtopping at a specific location to observe breach dynamics and
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outflow. The levee was built from gravel, sand, and a small fraction of silt and clay. The sediments
median diameter (d50) in the main channel was 4.9 mm for both cases while the levee material had
a median diameter of 4.9 mm in Case 2 and 0.7 mm in Case 4 corresponding to a density ρs of 2667
kg/m3 and 2034 kg/m3, respectively. The erodible portion of the dike was 100 m long 3 m high, and
its crown width was equal to 3 m in Case 2 and 6 m in Case 4 with 1:2 (V:H) side slopes. The inner
slope of the levee was protected with material blocks to prevent a collapse due to the erosion by
the lateral flow in the main channel. Finally, the main channel and floodplain were 8 m and 80 m
wide, respectively. The inflow discharge to the main channel was gradually increased to reach the
required water level for overtopping. Additional details on the experiments can be found in Section
3.3 of 3.

Figure 4.2: Sketch of the laboratory experiments configuration and model boundary conditions.

4.4 Simulation of the laboratory scale experiment Test 36

4.4.1 Computational parameters

For Test 36, the 2D computational domain was discretized into unstructured triangular elements
with a typical size of 10 cm in the main channel and 4 cm in the dike and floodplain. It was selected
after a mesh convergence analysis as displayed in Appendix B. As shown in Figure 4.2 the boundary
conditions consisted of a constant inflow discharge in themain channel, a rating curve at the channel
outflow, and a supercritical outflow in the floodplain, and solid boundaries were imposed elsewhere.
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The time step was set to 0.01 s. The Strickler formula represented the energy loss due to bottom
friction with a coefficient K = 80 (m 1/3 s1) in the main channel and floodplain and K = 66 (m
1/3 s1) in the dike area. A constant velocity diffusivity (molecular viscosity + turbulent viscosity)
of 10−4 m2/s was applied for the turbulence term closure. The characteristics advection scheme is
used for velocity fields, and the PSI (Positive Streamwise Implicit) was selected for water depth.

TELEMAC-2D was coupled with SISYPHE, and only bedload transport was modeled using the
Meyer-Peter and Müller (1948) formula with a multiplying coefficient set to 18. Both the magnitude
and direction of bedload transport were corrected using the Koch and Flokstra (1980) formula with
the empirical parameter β set to the default value (1.3). The slope failure module was modified
to account for three different repose angles measured for the sediments with a value of ϕwet=28°
for submerged sediments, ϕdry=55° for dry sediments and ϕdep=14° for deposited sediments. The
correction for secondary currents proposed by Engelund (1974) was also activated.

4.4.2 Overview of the performed simulations

An extensive sensitivity analysis on hydrodynamic parameters in TELEMAC-2D was performed by
Rifai (2018) to determine the best-fitted parameters for the flow field. Here, we focus on the mor-
phodynamic parameters that are varied to achieve the best agreement with measurements. The pa-
rameters in TELEMAC-2D are the same as presented in Section 4.4.1 while bedload formula, repose
angles and bedload transport direction correction formulas for bed slope and secondary currents
effects were varied as detailed in Table 4.1. The magnitude correction of bedload transport was
accounted for using the Koch and Flokstra (1980) formula with (β = 1.3) for all runs.

Finally, the resulting Normalized Root-Mean-Square Error values on breach width and discharge
are listed in Table 4.2.
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Run
Drainage

discharge
Bedload formula Repose angles Additional options

Run 1 (Exp. 36) No MPM (α= 12) ϕ=35°

Koch and Flokstra (1980)
deviation formula for slope
effect, and Engelund (1974)
formula for secondary
currents.

Run 2 (Exp. 36) Yes MPM (α= 12) ϕ=35° Same as Run 1.

Run 3 (Exp. 36) Yes MPM (α= 12) ϕwet=28°, ϕdry=55° Same as Run 1.

Run 4 (Exp. 36) Yes MPM (α= 12) ϕwet=28°, ϕdry=55°, ϕdep=14° Same as Run 1.

Run 5 (Exp. 36) Yes MPM (α= 8) ϕwet=28°, ϕdry=55°, ϕdep=14° Same as Run 1.

Run 6 (Exp. 36) Yes MPM (α= 18) ϕwet=28°, ϕdry=55°, ϕdep=14° Same as Run 1.

Run 7 (Exp. 36) Yes MPM (α= 9.64θ1/6) ϕwet=28°, ϕdry=55°, ϕdep=14° Same as Run 1.

Run 8 (Exp. 36) Yes Ashida and Michiue (1972) ϕwet=28°, ϕdry=55°, ϕdep=14° Same as Run 1.

Run 9 (Exp. 36) Yes Smart (1984) ϕwet=28°, ϕdry=55°, ϕdep=14° Same as Run 1.

Run 10 (Exp. 36) Yes Van Rijn (1984) ϕwet=28°, ϕdry=55°, ϕdep=14° Same as Run 1.

Run 11 (Exp. 36) Yes MPM (α= 18) ϕwet=28°, ϕdry=55°, ϕdep=14°

Talmon et al. (1995) (β2=
0.85) deviation formula for
slope effect, and Engelund
(1974) formula for
secondary currents.

Run 12 (Exp. 36) Yes MPM (α= 18) ϕwet=28°, ϕdry=55°, ϕdep=14°

Talmon et al. (1995) (β2=
1.7) deviation formula for
slope effect, and Engelund
(1974) formula for
secondary currents.

Run 13 (Exp. 36) Yes MPM (α= 18) ϕwet=28°, ϕdry=55°, ϕdep=14°

Talmon et al. (1995) (β2=
9.(d50

h )0.3) deviation
formula for slope effect,
and Engelund (1974)
formula for secondary
currents.

Run 14 (Exp. 36) Yes MPM (α= 18) ϕwet=28°, ϕdry=55°, ϕdep=14°

Koch and Flokstra (1980)
deviation formula for slope
effect, and Bernard and
Schneider (1992) formula
for secondary currents.

Run 15 (Exp. 36) Yes MPM (α= 18) ϕwet=28°, ϕdry=55°, ϕdep=14°

Koch and Flokstra (1980)
deviation formula for slope
effect, without secondary
currents effects.

Table 4.1: Test 36 simulations and corresponding numerical parameters.
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4.4.3 General results

In this section, the resulting breach characteristics with the best fitted parameters (Run 11, Table
4.1) for Test 36 are presented and compared to experimental data. In order to define the best fitted
numerical parameters, several preliminary simulations were carried out (some are explained below)
prior to that shown in Figures 4.3 and 4.4.

Figure 4.3: Comparison of simulations results and experimental data for Test 36 : (a) breach dis-
charge, (b) breach width at the crest level (y=0.65 m), (c) average water level in the main
channel and (d) Breach invert elevation.

Figure 4.3 compares the measured and calculated breach discharge, width at the crest level, the
average water level in the main channel, and the breach invert elevation. The predicted breach
discharge agrees reasonably with the measured one. It reproduces the rapid increase and the peak
formation with a slightly higher magnitude and then reaches a stable value similar to that measured
in the experiment. Breach width was well captured for time (< 300 s) but was then slightly overes-
timated by the model for the rest of the breaching period. This is mainly due to the over-predicted
erosion of the inner dike slope by the parallel flow in the main channel. Figure 4.4 shows that the
overall breaching process is well captured by the model, such as the progressive and asymmetrical
erosion. However, one can see that the upstream dike portion (x< 2.55 m) is narrower in the sim-
ulation resulting than in measurements in slope failure on unstable blocks and an overestimated
upstream widening, as is detailed by the representation of breach extremities location in Figure 4.5.
Figure 4.3 also displays a good agreement between measured and computed breach deepening with
slightly higher water levels in the main channel for the numerical results at a time (< 170 s), but
then it decreased and stabilized at a slightly lower value.
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Figure 4.4: Simulated and measured 3D breach shapes for Test 36 (the dashed White lines indicate
initial notch location).

4.4.4 Sensitivity analysis

4.4.4.1 Influence of drainage discharge

In this section, we investigate the influence of the drainage discharge on the resulting breach ex-
pansion and discharge in simulations. Two different runs were performed, and run 2 accounted for
the drainage discharge using the evaporation option of the TELEMAC-2Dmodule as shown in Table
4.1. The value assigned for drainage discharge was extracted from experimental data provided in
Rifai et al. (2019).

Figure 4.5 shows that simulated breach discharge and width are overestimated by the numerical
model in Run 1 that was performedwith no drainage loss. Including the drainage discharge improves
the agreement between numerical predictions and measurements for breach discharge. However, it
has a limited effect on breach extremities expansion.
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Figure 4.5: Influence of the drainage discharge in numerical simulations for Test 36 : (a) breach dis-
charge and (b) breach extremities location along the longitudinal axis at the crest center
line (y=0.65 m) and the dashed black line indicated initial notch location.

4.4.4.2 Adaptation of the slope failure module to multiple sediments repose angles

Figure 4.6: Comparison of Test 36 simulations with the original and modified slope failure module
: (a) breach discharge and (b) breach extremities location along the longitudinal axis at
the crest center line (y=0.65 m) and the dashed black line indicated initial notch location.
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New developments were made in the slope failure module to improve the model capabilities to
reproduce the multiple physical processes of levee breaching. Instead of using one repose angle for
all sediments, three distinct repose angles can be specified to account for the different properties of
submerged, dry, and deposited sediments. The values of ϕwet and ϕdry come from measurements
while the value for deposited sediments ϕdep was set to half the angle of repose ϕwet as reported by
Volz (2013) and Guan et al. (2014). For run 2 the value of ϕ was set to 35° as successfully calibrated
for Test 36 by Rifai (2018).

Time = 50 s.

Time = 120 s.

Time = 6840 s.

Figure 4.7: Influence of the sediment slide parameters on breach longitudinal profile at the crest
center for Test 36.

Figure 4.6 illustrates computed and measured breach hydrographs and extremities location at the
crest level. We can see that run 2 with a single repose angle and run 3 with two different repose
angles failed to capture the peak in breach hydrograph and resulted in a slightly delayed increase
of the breach discharge. The simulations with three repose angles performed better, although they
estimated a lower peakmagnitude in breach discharge. Breach extremities locations do not show sig-
nificant differences between the three runs. Figure 4.7 also highlights improvements in the breach
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longitudinal sections prediction with the multiple repose angles simulation. In simulations per-
formed with one single repose angle for the entire erodible domain (run 2), breach longitudinal
profiles are more triangular at 50 and 120 seconds of the breaching process than that observed in
experiments, while the multiple repose angles simulation seems to result in better approximations
of the longitudinal breach section. The breach side walls slopes at the end of the breach process
(6840 seconds) were reasonably approximated by both approaches; however, the simulation with
one repose angle for sediments showed milder slopes than experimental data. Finally, some dis-
crepancies can still be observed and are related to the limits of the simple geometric approach used
to mimic slope failure. Such methods can not reproduce complex geotechnical processes and failure
modes.

4.4.4.3 Bedload transport formula

Figure 4.8: Comparison of Test 36 simulations with different bedload transport formulas: (a) breach
discharge and (b) breach extremities location along the longitudinal axis at the crest cen-
ter line (y=0.65 m) and the dashed black line indicated initial notch location.

This section evaluates four different empirical bedload transport formulas as shown in Table 4.1.
Runs 4, 5, m, and 7 were performed with the Meyer-Peter and Müller (1948) equation with different
values for the dimensionless coefficient α. The classical value of 8 that was originally suggested by
Meyer-Peter and Müller (1948), El Kadi Abderrezzak and Paquier (2010) showed that for embank-
ments failure, the value of 12 was more suitable, Kakinuma and Shimizu (2014) suggested a value of
18 based on data. Finally, the α coefficient was expressed as a function of the shields parameter as
suggested byWiberg and Smith (1989) and tested for dam break simulations by Clemens. Dorfmann
(2014). The newly implemented Ashida and Michiue (1972) and Smart (1984) formulas were also
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tested in addition to the Van Rijn (1984) bedload formula available in SISYPHE. The simulation with
Smart (1984) formula was performed without correction for the bed slope effect as it is included
in the formula itself, and the Koch and Flokstra (1980) correction for the bedload magnitude and
direction was activated in the other simulations.

Figure 4.8 shows the effect of the bedload transport formula on predicted breach discharge and
widening. The model results are generally below experimental measurements for both breach hy-
drograph and width except for the Meyer-Peter and Müller (1948) formula with a multiplying coef-
ficient of 18. The underestimation of the breach erosion impacted breach discharge where the peak
formation was not reproduced, and breach discharge increase was delayed, except for run 6, which
resulted in good predictions. However, breach upstream widening was slightly overestimated due
to the dike erosion from the channel side that was overpredicted in the model.

4.4.4.4 Corrections of bedload transport direction

Here a short parametric analysis is presented for the deviation of bedload transport. For that, the
Koch and Flokstra (1980) formula for magnitude correction was adopted, and equations for bedload
directions are varied as shown in Table 4.1. Theβ coefficient in the formula proposed by Talmon et al.
(1995) was set to different values; 0.85, usually used for natural rivers, 1.7 was advised for laboratory
conditions, and β expressed as a function of water depth and sediments median diameter.

Figure 4.9: Comparison of Test 36 simulations with different corrections for bedload deviation for-
mulas: (a) breach discharge and (b) breach extremities location along the longitudinal
axis at the crest center line (y=0.65 m) and the dashed black line indicated initial notch
location.

Figure 4.9 shows that breach width is much more sensitive to the deviation corrections than
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breach outflow. A possible reason is that a dead water area forms towards the upstream breach
extremity, and the flow is not conveyed through the entire breach section. Therefore, predicting a
smaller breachwidth during an advanced breach stage time (> 500 s) does not significantly impact the
estimated breach discharge. Finally, the best agreement between themodel results andmeasurement
is achieved with the Koch and Flokstra (1980) formula or using the Talmon et al. (1995) with β equal
to 0.85.

4.4.4.5 Secondary currents effect

The secondary currents effect can be accounted in the hydrodynamic field using the stream-wise
secondary currents correction model by Bernard and Schneider (1992). One can also use the cor-
rection on the bottom shear stress direction using the cross-wise secondary currents correction by
Engelund (1974). In this section, we compare the model predictions for the different corrections and
a simulation in which the secondary currents effect is not included (Table 4.1). In Figure 4.10 com-
parisons between observed and computed breach discharge and extremities evolution in time with
and without the secondary flow correction are given. Run 15 performed without secondary currents
resulted in overestimated breach discharge peak and widening. Clear improvements can be seen in
simulations, including modifications for secondary currents. The results for run 6 with Engelund
(1974) corrected model display the best agreement the breach hydrograph and its lateral expansion
while the Bernard and Schneider (1992) correction slightly overpredicts the latter parameters.

Figure 4.10: Comparison of Test 36 simulations with different corrections for secondary currents: (a)
breach discharge and (b) breach extremities location along the longitudinal axis at the
crest center line (y=0.65 m) and the dashed black line indicated initial notch location.
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Run NRMSE on breach discharge NRMSE on breach width

Run 1 (Exp. 36) 21.4% 7.4%
Run 2 (Exp. 36) 15.8% 7%
Run 3 (Exp. 36) 7.2% 9.6%
Run 4 (Exp. 36) 6.5% 5.2%
Run 5 (Exp. 36) 17.3% 9.7%
Run 6 (Exp. 36) 4.6% 7.6%
Run 7 (Exp. 36) 16.4% 10.5%
Run 8 (Exp. 36) 17% 12.5%
Run 9 (Exp. 36) 24.8% 21.2%
Run 10 (Exp. 36) 16.5% 15.9%
Run 11 (Exp. 36) 5% 7.9%
Run 12 (Exp. 36) 4.5% 6.4%
Run 13 (Exp. 36) 4.3% 8%
Run 14 (Exp. 36) 7% 8.2%
Run 15 (Exp. 36) 8.5% 11%

Table 4.2: Simulations of Test 36 with resulting NRMSE on breach width and discharge.

4.5 Simulation of the field scale experiment Case 4

4.5.1 Computational parameters and boundary conditions

For the field scale experiment Case 4, the 2D computational domain was discretized into structured
triangular elements with an edge of 0.5 m as recommended by Kakinuma and Shimizu (2014), and
Dazzi et al. (2019) for hydro-morphodynamic simulations. Boundary conditions were the same as
detailed in Chapter 3 (Fig.3.5). The measured inflow discharge was set at the main channel input
(Fig.3.4) while a rating curve was used for the channel outflow boundary. A supercritical outflow
was set in the floodplain output, and solid walls were used elsewhere. The Strickler coefficient was
set to 43 (m1/3s−1). A constant velocity diffusivity of 10−3 (m2 s−1) was applied for turbulence clo-
sure and the time step was set to 0.1 s. Finally, Water depth and velocity advection were performed
using the mass-conservative PSI and NERD schemes, respectively. The bed was initialized consid-
ering two sediments classes, the first class consisted in non-cohesive sediments of median diameter
d50 of 4.9 mm in the main channel and floodplain. The second class represented the levee material
with a median diameter d50 of 0.74 mm. Only bedload transport was modeled and allowed in the
entire domain (except the non erodible portion of the dikes). The best fitted numerical parameters
were defined after a sensitivity analysis (Run 8 in Table 4.3). The Meyer-Peter and Müller (1948)
formula was used with multiplying coefficients αx (for bedload in the longitudinal direction) and αy

(for bedload in the transverse direction) set to αx=4 and αy=18 . Both the magnitude and direction
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of bedload transport were corrected using the Koch and Flokstra (1980) formula with the empiri-
cal parameter β for bedload magnitude set to its default value (1.3). The slope failure module was
modified to account for three different repose angles measured for the sediments with ϕwet=28°for
submerged sediments, ϕdry=40°for dry sediments and ϕdep=14° for deposited sediments. The sec-
ondary currents effect was included with the correction proposed by Engelund (1974).

4.5.2 Overview of the performed simulations

In order to achieve the best agreement with measurement and identify relevant user-input param-
eters, a sensitivity analysis was carried-out focusing on the morphodynamic module parameters.
The different runs and their corresponding parameters are listed in Table 4.3 and the resulting Nor-
malized Root-Mean-Square Error values on breach width and discharge can be found in Table 4.4.

Run Repose angles αx αy Additional options

Run 1 (Case 4) ϕwet=30°, ϕdry=40°, ϕdep=14° 12 12

Koch and Flokstra (1980) deviation
formula for slope effect, and
Engelund (1974) formula for
secondary currents.

Run 2 (Case 4) ϕwet=30°, ϕdry=40°, ϕdep=15° 6 12 Same as Run 1.

Run 3 (Case 4) ϕwet=30°, ϕdry=40°, ϕdep=15° 3 12 Same as Run 1.

Run 4 (Case 4) ϕwet=30°, ϕdry=40°, ϕdep=15° 18 18 Same as Run 1.

Run 5 (Case 4) ϕwet=30°, ϕdry=40°, ϕdep=15° 9 18 Same as Run 1.

Run 6 (Case 4) ϕwet=30°, ϕdry=40°, ϕdep=15° 4 18 Same as Run 1.

Run 7 (Case 4) ϕwet=30°, ϕdry=35°, ϕdep=15° 4 18 Same as Run 1.

Run 8 (Case 4) ϕwet=28°, ϕdry=40°, ϕdep=14° 4 18 Same as Run 1.

Run 9 (Case 4) ϕwet=28°, ϕdry=40°, ϕdep=14° 4 18

Talmon et al. (1995) (β2= 0.85)
deviation formula for slope effect,
and Engelund (1974) formula for
secondary currents.

Run 10 (Case 4) ϕwet=28°, ϕdry=40°, ϕdep=14° 4 18

Talmon et al. (1995) (β2= 1.7)
deviation formula for slope effect,
and Engelund (1974) formula for
secondary currents.

Table 4.3: Case 4 simulations and corresponding numerical parameters.
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4.5.3 General results

In this section the capabilities of the coupled hydro-morphodynamic model (TELEMAC-2D/GAIA)
to predict the levee breaching process for the field scale experiment Case 4 performed by Kakinuma
et al. (2013) are discussed. Here we present the general results obtained after a preliminary analysis
to determine the best-fitted parameters (Run 8, Table 4.3) listed in Section 4.5.1.

Figure 4.11: Comparison of Case 4 simulated and measured : (a) breach discharge and (b) breach
extremities location along the longitudinal axis at the crest center line (y= 89 m), the
notch center was located at x= 50 m.

Figure 4.12: Comparison of simulated and measured breach width at the crest center line (y= 89 m)
for Case 4.
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Figure 4.13: Laser scan of the test channel bed at the end of the breaching process for Case 4 (the
water flows from the left to the right).

Figure 4.14: Simulated test channel bed at the end of the breaching process for Case 4 (the water
flows from the left to the right).
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Figure 4.15: Simulated and measured bed longitudinal profile at the main channel center (y= 102 m)
at the end of the breaching process for Case 4.

Figure 4.11 displays the measured and computed breach outflow hydrograph and breach ex-
tremities location along the crest center line. It can be seen that the hydro-morphodynamic model
reasonably predicts the breach discharge fast increase and quasi-stabilization with a slightly lower
magnitude at ( time >130 minutes). This can be explained by the simulated breach extremities lo-
cation evolution below measured ones downstream the notch and overestimated at the upstream .
In addition, the breach width magnitude was also underestimated by the model, as shown in Figure
4.12 for time (>120 minutes). One should also note that breach widening and discharge increase
were slightly anticipated in the numerical model. Still, the asymmetrical and preferential breaching
widening towards the downstream end on the dike (x > 50 m) was also observed in calculated re-
sults. Different user input parameters were modified to improve the results further. Still, the main
difficulty was representing the protection user by experiments on the inner levee slope to prevent
its erosion from the channel side by the strong lateral velocities of the flow. Figures 4.13 and 4.14
comparing the measured and simulated test channel bed after the test end highlight the excessive
erosion of the dike inner slope (from the channel side) in the simulation, which probably allowed
a lower portion of the flow in the breach channel. Therefore, levee erosion in the downstream di-
rection (x > 50 m) was clearly impacted and underestimated. Figure 4.14 also shows the formation
of bedforms that were not observed in the experiment bed However, Figure 4.15 of the modeled
and measured longitudinal profile at the main channel center line indicates that besides bedforms
formation and some discrepancies, the bed erosion and deposition processes were well captured in
the main channel.

4.5.4 Sensitivity analysis

4.5.4.1 Bedload transport formula

The sensitivity analysis in this section focuses on the dimensionless parameter α of the Meyer-
Peter and Müller (1948) formula. Kakinuma and Shimizu (2014) calibrated the latter coefficient from
experimental data and defined a reference value of 18. The simulations included tests with a Meyer-
Peter and Müller (1948) coefficient of 12 as advised by El Kadi Abderrezzak and Paquier (2010) and
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18 as recommenced by Kakinuma and Shimizu (2014). Simulations with distinct coefficients in the
longitudinal (αx) and transverse (αy) directions are also introduced to mimic the protections used
in experiments that avoid excessive erosion of the inner dike slope (Table 4.3). As a start for the
sensitivity analysis, the sediment repose angles were set at 30°and 40° for ϕwet and ϕdry as recom-
mended by Dazzi et al. (2019) while the deposited sediments were characterized with a repose angle
ϕdep of 14° (half ϕwet ).

Figure 4.16: Comparison of Case 4 simulations with αy= 12 and different αx values : (a) breach
discharge and (b) breach width at the crest level (y= 89 m).

Figure 4.17: Comparison of Case 4 simulations with αy= 18 and different αx values : (a) breach
discharge and (b) breach width at the crest level (y= 89 m).
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Figures 4.16 and 4.17 depict simulated and measured breach width and discharge. The model
generally underpredicted breach width and discharge for simulations with αy set to 12 compared
to runs performed with a coefficient αy set to 18. The latter coefficient was advised by Kakinuma
and Shimizu (2014) and allowed a better estimation of breach width and discharge. Regarding the
effect of the Meyer-Peter and Müller (1948) coefficient in the longitudinal direction (αx), it results
in a slightly higher breach width, while its effect on breach discharge is not straightforward. For
runs with αx= 12, breach discharge is marginally higher for run 3 with the lowest αx value before
140 minutes; however, it is lower than that estimated in runs 1 and 2 for advanced breach stages
(time > 160 minutes). A possible reason is that the total bedload rate is reduced when lowering
αx values. This resulted in a lower breach width, section area (Figure 4.18), and discharge for run
3 compared to run 1. For run series with αy equal 18, the breach width and section area increase
when the Meyer-Peter and Müller (1948) coefficient in the longitudinal direction αx is decreased. In
the early breaching phase, the predicted values are very similar for runs 4, 5, and 6, while significant
differences can be observed for time (> 120 minutes). Therefore, breach discharge was less sensitive
and quite similar for the three runs as it is more likely to vary if significant changes in the breach
dynamics area are observed during the early breaching stage. One should note that breach discharge
increases earlier for run 6 with αx equal 4 as the breach section is higher than it is for other runs
(Figure 4.18). Figures 4.19 and 4.20 illustrate the position of breach extremities location along the
longitudinal crest center line (y = 89 m). One can see that reducing the value of αx influences the
overall breach width but does not improve the location of the breach that is shifted towards the
upstream end of the dike in the numerical model. Finally, the best fit for breach width is obtained
for run 6 with αx = 4 and αy = 18, and breach discharge was also reasonably predicted and overall
more conservative than other runs.

Figure 4.18: Comparison of resulting section breach area at the crest center line for Case 4 simula-
tions with αx= 12, αx= 18 and different αy values.
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Figure 4.19: Comparison of Case 4 simulations with αy= 12 and different αx values : breach extrem-
ities location at the crest center line (y= 89 m) with initial notch located at x = 50 m.

Figure 4.20: Comparison of Case 4 simulations with αy= 18 and different αx values : breach extrem-
ities location at the crest center line (y= 89 m) with initial notch located at x = 50 m.

4.5.4.2 Sediment repose angle

This section presents a short sensitivity analysis of breach dynamics to the user input repose angles
and their possible improvement in predicting breach hydrograph that could result from the calibra-
tion of the different repose angles values with ϕdep for sediments deposition always defined as half
the submerged sediments repose angle ϕwet. The details of the different runs are displayed in Table
4.3.
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Figure 4.21: Comparison of resulting breach area for Case 4 simulations with different repose angles
values.

It is clearly shown in Figure 4.21 that the resulting breach width is more impacted by changes
in the wetted sediments repose angle values than its value for dry sediments. However, decreasing
ϕwet in run 7 only increased breach width in the quasi-stabilization stage and thus did not allow any
significant improvement of breach discharge prediction. The latter parameter could not be further
decreased to respect the levee side slopes and avoid its collapse. Decreasing the value of ϕdry by
5° results in a similar prediction to that observed in run 6 over the entire duration of the breaching
process.

4.5.4.3 Correction of bedload transport direction

Bedload deviation due to bed slope and bed forms effect was also included and compared with the
Koch and Flokstra (1980) and Talmon et al. (1995) formulas as shown in Table 4.3.

Figure 4.22 presents the comparison of breach hydrographs and breach width for the different
bedload deviation formulas. As it can be seen, the best agreement is achieved when using the Koch
and Flokstra (1980) correction. Run 10 with Talmon et al. (1995) formula and a coefficient β2 of 1.7
also provided good predictions, while 0.85 for β2 estimated a lower breach width and discharge.
These tendencies are relatively similar to that seen in the sensitivity analysis of the experimental
Test 36 above.
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Figure 4.22: Comparison of Case 4 simulations with different corrections for the slope effect : (a)
breach discharge and (b) breach width at the crest level (y= 89 m).

Run NRMSE on breach discharge NRMSE on breach width

Run 1 (Case 4) 23.9% 33.34%
Run 2 (Case 4) 26.6% 29.6%
Run 3 (Case 4) 27% 32.4%
Run 4 (Case 4) 7.2% 22.8%
Run 5 (Case 4) 7.1% 17.4%
Run 6 (Case 4) 8.1% 14.4%
Run 7 (Case 4) 7.9% 15.1%
Run 8 (Case 4) 7.2% 11.2%
Run 9 (Case 4) 9.4% 17.1%
Run 10 (Case 4) 7.5% 11.2%

Table 4.4: simulations of Case 4 with resulting NRMSE on breach width and discharge.
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4.6 Simulation of the field experiment Case 2

4.6.1 Computational parameters and boundary conditions

The 2D computational domain for Case 2 consisted in structured triangular elements with an edge
of 0.5 m as for Case 4. The same boundary conditions were used as in Chapter 3 (Fig.3.5). The
Strickler coefficient was set to 38 (m1/3s−1) and a constant velocity diffusivity of 10−3 (m2 s−1)
was adopted. Water depth and velocity advection were performed using the mass-conservative PSI
and NERD schemes, respectively. Finlay, the time step was set to 0.1 s. Two sediments in the main
channel, floodplain and levee beds consisted in non-cohesive sediments of median diameter d50 of
4.9 mm. The best results (Run 6, Table 4.5) were obtained with the Meyer-Peter and Müller (1948)
formula and multiplying coefficients αx and αy set to 18. The magnitude of bedload transport was
corrected using the Koch and Flokstra (1980) formula while bedload deviation was included by the
Talmon et al. (1995) formula with an empirical coefficient β2 set to 1.7. The sediments repose angles
were: ϕwet=28° for submerged sediments , ϕdry=40°for dry sediments and ϕdep=14° for deposited
sediments. The secondary currents option with the Engelund (1974) formula was also activated.

4.6.2 Overview of the performed simulations

Different runs were performed (Table 4.5) varying the morphodynamic module parameters, in order
to obtain predictions closer to measurements. The resulting Normalized Root-Mean-Square Error
values on breach width and discharge are also listed in Table 4.6.

Run Repose angles αx αy Additional options

Run 1 (Case 2) ϕwet=30°, ϕdry=40°, ϕdep=14° 12 12

Koch and Flokstra (1980) deviation
formula for slope effect, and
Engelund (1974) formula for
secondary currents.

Run 2 (Case 2) ϕwet=30°, ϕdry=40°, ϕdep=15° 6 12 Same as Run 1.

Run 3 (Case 2) ϕwet=30°, ϕdry=40°, ϕdep=15° 18 18 Same as Run 1.

Run 4 (Case 2) ϕwet=30°, ϕdry=40°, ϕdep=15° 9 18 Same as Run 1.

Run 5 (Case 2) ϕwet=28°, ϕdry=40°, ϕdep=14° 4 18 Same as Run 1.

Run 6 (Case 2) ϕwet=28°, ϕdry=40°, ϕdep=14° 4 18

Talmon et al. (1995) (β2= 1.7)
deviation formula for slope effect,
and Engelund (1974) formula for
secondary currents.

Table 4.5: Case 2 simulations and corresponding numerical parameters.
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4.6.3 General results

This section addresses the capabilities of the hydro-morphodynamic (TELEMAC-2D/GAIA) model
to capture the main features of non-cohesive levee breaching for an additional field scale experiment
with a lower inflow discharge and tighter levee crest than that of Case 4. The results presented in
this section were the best achieved after a sensitivity analysis (Run 6, Table 4.5).
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Figure 4.23: Comparison of Case 2 simulated and measured : (a) breach discharge and (b) breach
extremities location along the longitudinal axis at the crest center line (y= 90.5 m), the
notch center was located at x= 50 m.

Figures 4.23 and 4.24 compare the simulated and calculated breach outflow hydrographs, breach
extremities evolution over the crest center line, and the total breachwidths. The hydro-morphodynamic
model reproduces these parameters well; the general trend of a rapid increase in the breach discharge
and peak formation is well captured with a slightly lower magnitude. The model also reproduces an
asymmetrical and progressive lateral breach expansion with a higher erosion of the downstream end
of the breach due to the lateral arriving flow in the main channel. However, the calculated results
exhibit a slightly anticipated breach widening and discharge increase. Additionally, breach extrem-
ities evolution in time at the crest center line is slightly underestimated downstream the notch (x >
50 m) while the upstream end was more eroded (x < 50 m). This is also visible in Figures 4.25 and
4.26 comparing the measured final bed laser scan to modeled bed at the end of the simulation. It
shows that the upstream part of the dike is more eroded from the channel side and has a narrower
shape in calculated results. This could partly explain the model’s lower predicted magnitude for
breach discharge.
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Figure 4.24: Comparison of simulated and measured breach width at the crest center line (y= 90.5
m) for Case 2.

Figure 4.25: Laser scan of the test channel bed at the end of the breaching process for Case 2 (the
water flows from the left to the right).
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Figure 4.26: Simulated test channel bed at the end of the breaching process for Case 2 (the water
flows from the left to the right).

Figure 4.27: Simulated and measured bed longitudinal profile at the main channel center (y= 102 m)
at the end of the breaching process for Case 2.

The main channel inflow discharge in this test was lower than in Case 4. Therefore levee erosion
from the channel side was lower and the simulations with no reduction of the longitudinal bedload
rate provided reasonable predictions. The levee’s upstream part was eroded due to the parallel flow
acceleration in the channel upstream when the breach expanded. On the other hand, one can see in
Figure 4.27 that the main channel bed erosion was overpredicted at the inlet, which led to a higher
amount of sediments deposited right after (x > 50 m). In this case, no significant bedforms had
formed in the numerical results as the longitudinal bedload rate was not reduced as in Case 4.
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4.6.4 Sensitivity analysis

4.6.4.1 Bedload transport formula

Comparisons between observed and computed breach width and discharge are shown in Figure
4.28 for different values of the Meyer-Peter and Müller (1948) dimensionless coefficients αx and αy

shown in Table 4.5. The sediment repose angles were set at 30° and 40° for ϕwet and ϕdry and 14°
for ϕdep (half ϕwet ). The Koch and Flokstra (1980) corrections for the magnitude and deviation of
bedload transport were used along with Engelund (1974) correction for secondary currents.

Figure 4.28: Comparison of Case 2 simulations with different αx an αy values : (a) breach discharge
and (b) breach width at the crest level (y= 90.5 m).

Figure 4.29: Comparison of Case 2 simulations with αy= 18 and different αx values : breach section
area at the crest center line (y= 90.5 m).
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Figure 4.30: Comparison of Case 2 simulations with αy= 18 and different αx values : breach extrem-
ities location at the crest center line (y= 90.5 m) with initial notch located at x = 50 m.

Figure 4.28 compares simulated and measured breach width and discharge with different αy and
αx values . The model results in lower breach widths and discharges with αy set to 12 compared
to runs performed with a coefficient αy set to 18. In addition, reducing the Meyer-Peter and Müller
(1948) coefficient in the longitudinal direction αx results in a higher breach width and section area
(Figure 4.29) but does not significantly affect breach discharge. In run 4 with αy set to 18 and αx

reduced to 9, the breach width and section area significantly increase compared to run 3, especially
for time (> 60minutes). This did not improve the magnitude of breach discharge as it is less impacted
after the rapid increase stage. Figure 4.30 illustrates the simulated and measured breach extremities
location along the longitudinal crest center line (y = 90.5 m) as seen for Case 4, reducing the value
of αx influences the overall breach width but does not improve the location of the breach upstream
end. Although run 2 provided slightly better NRMSE values (Table 4.6), the results for run 3 with
αx = 18 and αy = 18 are selected to pursue the sensitivity analysis as breach width was reasonably
predicted and breach discharge more conservative than in run 2.

4.6.4.2 Sediment repose angle

In order to compare the resulting breach lateral widening for a different slope stability criterion, an
additional run was performed with a lower value for submerged sediments repose angle (Table 4.5).
The latter parameter has been shown to impact the results more significantly than dry sediments
repose angle. The stability of deposited sediments was defined as previously by half ϕwet. No signif-
icant difference is observed in Figure 4.31 between the simulated breach discharge and width when
using the wetted sediments repose angle of 30° and 28°, with the other parameters being the same.
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Figure 4.31: Comparison of Case 2 simulations with different repose angles values : (a) breach dis-
charge and (b) breach width at the crest level (y= 90.5 m).

4.6.4.3 Correction of bedload transport direction

Regarding the influence of bedload transport deviation correction, an additional run was performed
using the Talmon et al. (1995) equation with β2 set to 1.7 (Table 4.5) as it provided better results for
Test 36 and Case 4 than the 0.85 default value.

Figure 4.32: Comparison of Case 2 simulations with different bedload transport deviation formulas
: (a) breach discharge and (b) breach width at the crest level (y= 90.5 m).
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Figure 4.32 displays similar resulting breach discharge and width for both the Koch and Flokstra
(1980) and Talmon et al. (1995) formulas. Still, run 6 provided slightly higher NRMSE values on
breach width and discharge than run 5 (Table 4.6). However, it was retained as the best fit because
it predicted breach discharge in a more conservative way.

Run NRMSE on breach discharge NRMSE on breach width

Run 1 (Case 2) 10.3% 16.8%
Run 2 (Case 2) 9% 7.8%
Run 3 (Case 2) 10.43% 8.7%
Run 4 (Case 2) 10.6% 14.06%
Run 5 (Case 2) 10.3% 10%
Run 6 (Case 2) 10.7% 10.5%

Table 4.6: Simulations of Case 2 with resulting NRMSE on breach width and discharge.

4.7 Discussion

Themain advantage of detailed-physically basedmodels is predicting breach characteristics without
user-defined breach location, final dimensions, or start time. However, the simulations carried out in
this chapter showed that results accuracy is variable and depends on the calibration of some model’s
parameters. Indeed, detailed-physically-based models also include empirical and semi-empirical
models to compute bedload, bed slope, and secondary currents effects. Such equations include em-
pirical coefficients that require careful calibration. Additionally, the number of possible choices and
parameters combined in a sensitivity analysis can be significant. Each selected parameter can also
influence the selection of the following one. For example, in the simulations presented for Test 36,
the values of the repose angles were fixed to the measured values, and the bedload formula was
varied. Figure 4.33 shows another possible choice consisting in decreasing the dry sediments repose
angle ϕdry to 50° or 45° that can also lead to satisfactory results for the Meyer-Peter and Müller
(1948) formula with a coefficient α=12.

The newly implementAshida and Michiue (1972) and Smart (1984) sediment transport formulas
did not correctly predict breach dynamics. This was also verified by simulating test 38 from Rifai
et al. (2019) performed in a similar configuration to that of Test 36 and a higher inflow discharge of
0.099 (m3/s) and test 34 with a smaller main channel width (1.4 m ) as shown in Figures 4.35 and
4.34. The discrepancies observed between the numerical and experimental breach characteristics
for all the tests can also be due to the simplifications in the hydrodynamic component (hydrostatic
pressure, negligible vertical velocity, mild bed slopes). An extensive analysis of the hydrodynamic
parameters in TELEMAC-2Dwas performed by Rifai (2018) by updating the bottomwith experimen-
tal data (3D breach geometry from Laser Profilometry Technique), including turbulence models, nu-
merical schemes for advection, and secondary currents effect. However, the simulated velocity field
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showed a more perpendicular deviation angle than experimental observations. In addition, Elalfy
(2015) investigated the impact of non-hydrostatic pressure and bed slope on levee breach modeling
and compared simulations with the classical shallowwater equations to simulations performed with
the Boussinesq equations and other simulations with a modified version of the Saint-Venant equa-
tions. However, no significant improvements were observed in the numerical results. This points to
the limits of 2D numerical models that can not capture complex 3D flow structures.

Simulations of the field scale experiments Case 2 and Case 4 reasonably reproduced breach width
and discharge. The sensitivity analysis performed for each field case highlighted the improvements
in results quality when using a Meyer-Peter and Müller (1948) coefficient set to 18 as observed for
laboratory experiments. Still, some details and features were not precisely captured, probably due to
the model’s simplifications. In addition, some specific experimental features could not be correctly
reproduced, such as the blocks used to prevent erosion of the levee before breach expansion by
the parallel flow in the main channel. Highly reducing the longitudinal bedload rate also impacts
the total bedload rate and underestimated breach dimensions. Attempts to include this effect by
increasing the critical shields for the inner levee slope did not allow breach opening at the initial
notch location. This further resulted in the levee crest overtopping at different locations.

Finally, although using conventional bedload transport equations for levee breach modeling can
be questionable, it provided good predictions compared to the linear excess shear stress equation
used by Dazzi et al. (2019) to simulate Case 4. In addition, the sediment deposition was also predicted
in the simulations presented in this Chapter, while it was not allowed in the model presented by
Dazzi et al. (2019).

Figure 4.33: Comparison of Test 36 simulations with different repose angles values : (a) breach dis-
charge and (b) breach extremities location along the longitudinal axis at the crest center
line (y=0.65 m) and the dashed black line indicated initial notch location.
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Figure 4.34: Comparison of test 34 simulations with different bedload transport equations : (a)
breach discharge and (b) breach extremities location along the longitudinal axis at the
crest center line (y=0.65 m) and the dashed black line indicated initial notch location.

Figure 4.35: Comparison of test 38 simulations with different bedload transport equations : (a)
breach discharge and (b) breach extremities location along the longitudinal axis at the
crest center line (y=0.65 m) and the dashed black line indicated initial notch location.
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4.8 Conclusion

In this Chapter, the capabilities of the hydro-morphodynamic (TELEMAC-2D with SISYPHE/GAIA)
model to capture themain features of overtopping induced levee breachingwere investigated through
simulations of a laboratory case from the series of experiments presented by Rifai et al. (2019) and
two field scale experiments performed in the Chiyoda test channel (Japan) by Kakinuma et al. (2013).

First, the qualitative and quantitative comparisons of simulated and measured hydrodynamic
and morphodynamic breach characteristics for the laboratory experiment Test 36 (Rifai et al. (2019))
allowed the validation and evaluation of additional sediment transport equations implemented in
SISYPHE/GAIA. The sensitivity analysis to the choice of bedload equation showed that the newly
implemented Ashida and Michiue (1972) and Smart (1984) formulas did not perform as well as the
Meyer-Peter and Müller (1948) formula with a dimensionless coefficient of 18 that, seems to be the
best-fitted value for non-cohesive dikes surface erosion as suggested by Kakinuma and Shimizu
(2014). Second, improving the slope failure module to state-of-the-art clearly improved simulated
breach longitudinal profiles and resulted in a better agreement with measured breach width and
discharge. Finally, the different corrections proposed in the numerical model to mimic the impact
of some physical processes that are not explicitly computed were tested. The formulas for bedload
direction correction by Koch and Flokstra (1980) and Talmon et al. (1995) with a coefficient of 1.7 had
similar results, and the Engelund (1974) correction for secondary currents significantly improved the
model predictions.

The lessons from the detailed numerical analysis with the laboratory experiment Test 36 were
adopted to simulate the field scale cases 2 and 4. The model reasonably predicted the main breach
characteristics for well-calibrated input parameters without specifying breach location, final dimen-
sions, or initiation time. The levee erosion was also directly estimated with bedload transport ca-
pacity empirical Meyer-Peter and Müller (1948) equation that provided the best results with an α
coefficient set to 18 (noting that in Case 4 the longitudinal bedload coefficient was reduced to 4 to
avoid levee collapse before breaching). In addition, the influence of the user-defined repose angles
values was investigated and highlighted a higher sensitivity of the results to the submerged sed-
iments repose angle values rather than dry sediments repose angle. One should note that some
details of the breaching process were not captured by the numerical model, such as breach extrem-
ities location along the crest center line and the breach initiation time that was slightly anticipated
for field scale cases 2 and 4. This is not surprising if we recall all the simplifications included in
the numerical model. In the hydrodynamic module, the Shallow Water equations are solved with
the assumption of hydrostatic pressure distribution and neglected vertical velocities. In addition,
the sediment transport module simulates surface erosion based on empirical bedload equations. It
includes unstable slope failure with a simple geometric approach that makes it difficult to accurately
reproduce specific field site features such as the presence of additional material layers (the blocks
used in field-scale experiments to avoid excessive levee erosion by lateral channel flow) and complex
geotechnical slope failure modes.



Chapter 5

Conclusions and perspectives



5.1 General conclusions

Numerical models can improve flood risk management and enhance the resilience of protected areas
with adapted counter-measures. In the case of levee failure, the resulting inundations are aggra-
vated, and predicting resulting flood maps requires an accurate estimate of breach dynamics and
discharge. However, levee breaching mechanisms are still poorly understood, and available model-
ing approaches require further validation to assess their advantages and limitations. The primary
purpose of this thesis work was to enrich the current knowledge about levee breaching mechanisms
and improve the performances of the breach modeling tools in TELEMAC-MASCARET.

The first part of the thesis elucidated the physical mechanisms of non-cohesive levees breaching
due to overtopping flows through laboratory experiments performed at the National Laboratory
for Hydraulics and Environment (LNHE) of EDF-R&D. The experimental set-up and measurement
techniques presented by Rifai (2018) were used. Additional experiments were carried out with a
movable bed in the main channel, floodplain, and dike foundation. Both main channel width and
input discharge were varied through test series to investigate their possible influence on breach
dynamics. The results were analyzed and discussed considering the previous experimental data
(with a rigid bottom in the main channel, floodplain, and dike foundations) performed by Rifai et al.
(2019). The analysis of 3D breach expansion data from the Laser Profilometry Technique and water
level measurements allowed a detailed comparison of breach dimensions and outflow hydrographs
for the different tested configurations.

The hydrodynamic regime (initial Froude number) in the main channel had a dominant effect on
breach dynamics compared to themain channel width. A higher Froude number in themain channel
induced deeper and wider breaches with a higher erosion of the downstream end of the breach.
Regarding the influence of the main channel width, experiments indicated that decreasing the main
channel width enhances the portion of the flow deviated to the breach channel and results in higher
breach discharge to main channel inflow ratios with a peak formation in breach hydrograph for
most tests with low input discharges in the main channel. The same trends were also reported in
experiments with a rigid channel bed presented by Rifai et al. (2019). Finally, the experiments with
an erodible layer in the channel and dike foundation displayed larger and deeper breaches and thus
conveyed higher breaches than rigid bed equivalent configurations.

In the second part, numerical developments of empirical breach laws and the RUPRO model
(Paquier and Recking (2004)) were made in the BREACH module of TELEMAC-2D. The capabilities
of each breach parametric law and of RUPRO model to reproduce main breach characteristics for
field scale levee breaching experiments were investigated in the context of a simplified physically
based approach. In such approaches, breach dimensions are parametrically estimated as surface
erosion processes are not explicitly modeled, while the two-dimensional Shallow Water equations
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are solved for the flow field.

The model can capture breach outflow if well calibrated, as the results strongly depend on user-
defined parameters. Besides the intrinsic empirical parameters specific to each breach model (ero-
sion rate for the simple linear widening formula or the empirical factors f1, f2 and uc for the Verheij
and Van der Knaap (2003) and erodibility coefficient in the RUPROmodel), all models require a user-
defined breach location, breach final bed elevation, breach ultimate width (except the Verheij and
Van der Knaap (2003) breach law and RUPROmodel) and a breach initiation criterion (except for the
RUPRO model). Among all tested breach models, the RUPRO model is the most predictive and does
not require breach initiation criterion nor breach final width, it is then followed by the Verheij and
Van der Knaap (2003) model which can achieve an equilibrium state for equivalent hydrodynamic
conditions in the channel and floodplain.

Field observations and experimental investigations proved that levee lateral breaching mainly
occurs downstream from the initial location. Most empirical laws provided similar results when
using a symmetrical or asymmetrical breach widening for the tested configurations. At the same
time, the RUPRO model was clearly more sensitive as the erosion rate is directly estimated from
the hydrodynamic forces applied on the levee bed. However, defining an asymmetry coefficient for
breach widening is not straightforward forwards, and different values can be found in the literature.
Additional simulations showed that one could assume levee widening only in the downstream di-
rection and predict equivalent results with the asymmetrical upstream and downstream widening
configuration. On the other hand, it was demonstrated that using a quasi-instantaneous breach ver-
tical erosion was valid in the context of a progressive lateral opening. Still, the latter conclusions
need further analysis and tests with different configurations.

Regarding the Verheij and Van der Knaap (2003) breach widening law, we proposed the use of
the hydraulic head instead of the water level (original formula), and simulations demonstrated that
the modified version better predicts breach width and discharge, especially for high river channel
inflow discharges in which the flow velocity is significant.

We also investigated different options for the use of the RUPRO model. Its original and modified
versions (in the IMPACT project) performed well for both field cases. However, the options, includ-
ing a reduced wetted perimeter during the widening step and reduced lateral shear stress, did not
capture breach dynamics for case 4.

In the third part of the thesis, the hydro-morphodynamic (TELEMAC-2D with SISYPHE/GAIA)
model was enriched with additional bedload transport equations, and its slope failure module was
improved to state of the art in order to differentiate submerged, emerged, and deposited levee ma-
terial. The developments were validated by simulating a laboratory experiment from test series
presented by Rifai et al. (2019). Then, a sensitivity analysis was carried out and highlighted improve-
ments in modeled breach discharge and width for the multiple repose angles version of the bank
failure module. On the other hand, the newly implemented Smart (1984) and Ashida and Michiue
(1972) formulas did not result in accurate predictions. Two field-scale experiments performed in the
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Chiyoda test channel (Japan) by Kakinuma et al. (2013) were also simulated. Comparing model pre-
dictions to experimental measurements comforted that the Meyer-Peter and Müller (1948) bedload
formula with a dimensionless coefficient of 18 is particularly adapted to model levee surface erosion
as suggested by Kakinuma and Shimizu (2014). In addition, the corrections for bedload direction
by Koch and Flokstra (1980) and Talmon et al. (1995) with a coefficient of 1.7 provided satisfactory
and similar predictions. The Engelund (1974) correction for secondary currents also displayed more
accurate results.

Although the model well predicted general breach features, one should note that input parame-
ters calibration was still necessary to achieve the best agreement with experimental measurements.
In addition, the discrepancies observed between measured and computed parameters pointed to
some limitations of the hydro-morphodynamic model. First, the hydrodynamic model simplifica-
tions include a hydrostatic pressure distribution and a negligible vertical velocity, while field ob-
servations highlighted complex 3D flow structures in the vicinity of the breach. Second, the mor-
phodynamic module relies on a simple geometric slope failure approach that can not account for
complex geotechnical processes such as levee erosion at the dike toe and advanced geotechnical
slope failure modes. Additionally, it is not adapted for abrupt block failure as observed in cohesive
embankments.

In conclusion, bothmodeling approaches showed sensitivity to user input parameters and choices.
Therefore, a sensitivity analysis was necessary to achieve good predictions. Such analysis should
also be performed for future real-field uses. The simplified physically-based approach is less time-
consuming than the physically-based approach and performs well in predicting general breach pa-
rameters. It seems to be an interesting tool to support flood risk management where the model
usability on extended computational domains is necessary. Regarding the user-defined parameters,
lessons from the present work, historical levee failure accidents, and experiments can be used to
guide the modeler for the different input parameters choices.

5.2 Perspectives

Looking back at the scientific needs presented in the introduction of this research work and the con-
clusions described above, possible further experimental investigations and numerical developments
are presented in this section.

Physical modeling

• The impact of the main channel width on breach dynamics was not clearly elucidated and
requires further investigations with a wider range of main channel widths.

• Although important advances were made in the field of experimental investigation of levee
failure there is still a need to extend experiments tomore complex configurations with realistic
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stratified levees containing variousmaterials, including sand-gravel material or cohesive-sand
material.

• Relevant parameters were identified to impact breach dynamics and resulting discharge how-
ever in most experiments the parameters were varied one at a time. Studying the interaction
of multiple parameters would improve our knowledge of the physics in levee failure.

• After overtopping, piping is the second cause for levee failure. However, experimental inves-
tigations on this subject are scarce. Therefore, physical modeling of levee failure due to piping
is called.

Numerical modeling

• The different models presented in this thesis were validated and investigated in laboratory
and field scale experiments. Additional investigations on real field cases with complex to-
pographies and levees would bring more information about their performances in complex
configurations.

• Simplified physically based models represent an interesting alternative to purely empirical
approaches and complex physically-based models. However, further analysis of the uncer-
tainties related to user-defined parameters is needed. This would allow an appreciation of the
performances of each model based on its capabilities to predict breach characteristics taking
into account the required inputs and their uncertainties.

• In the detailed hydro-morphodynamic model, we pointed out an important mesh dependence
of the slope failure algorithm. Additionally, it is not adapted for applications on cohesive em-
bankments failures as it does not ensure stable elements in a single iteration. At the same
time, attempts to increase the sub-iterations of this module resulted in very high computa-
tional times (Die Moran (2012)), making it inapplicable on extensive real field cases. There-
fore, we performed a literature review on existing slope failure algorithms and several studies
were found interesting (Volz (2013),Elalfy et al. (2018), Evangelista et al. (2015)). A possible
way to improve this module would be to compute the volume or mass of sediments at each
node of the computational domain required to stabilize the element and add this quantity
as a source term directly in the Exner equation Exner (1920) as it is done for bedload trans-
port. The results presented in Chapter 4 also highlighted the limitations of simple geometric
slope failure models that can not reproduce complex geotechnical processes such as the head-
cut erosion and erosion at dike toe. Possible further developments by coupling the hydro-
morphodynamic module with a geotechnical erosion module such as MEANDER from the
CONCEPTS model (Langendoen et al. (2016)) would enrich the modeled physical processes.
The eventual improvements in results quality would then be discussed against possible com-
putational resources required to couple the three codes (hydrodynamic, sediment transport,
and geotechnical erosion modules).
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• The limitations of the ShallowWater equations were addressed in the present work, and stud-
ies in the literature based on the Boussinesq equations andmodified Saint-Venant equations to
account for bed slope did not perform better. Therefore, further investigation of levee breach-
ingwith full 3D hydro-morphodynamicmodels would help discuss the possible improvements
in the accuracy of the results compared to 2Dmodels, considering the required computational
times and resources.

• Conclusions above highlighted a strong dependency of numerical results to user-input pa-
rameters. Therefore, in future simulations the models need to be combined with advanced
tools for the sensitivity analysis and uncertainties quantification.
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Appendix A

A.1 Mesh dependency of the slope failure module

In this section, we present simulations performed with SISYPHE in a standalone mode with no
bedload or suspended load transport; only the slope failure module is activated. The study case
consists of a 1 m wide and 16 m long rectangular channel. The bed consisted of three sediments
classes with different sizes and fractions ( 2 mm, 3 mm and 4 mm median diameters with associated
fractions 0.1, 0.2 and 0.7, respectively). The sediment repose angle was set to 30° leading to a lower
critical slope than the initial bed slope (Figure A.1) to trigger sediment sliding. In order to see
how the computational mesh size influences the results of sediment sliding, we performed four
different simulations with four mesh sizes ranging from the coarser with 1600 elements to the finer
with 102400 elements as show in Table A.1. The mesh refinement was performed by splitting each
element by four with the STBTEL tool of TELEMAC-MASCARET as shown in Figure A.2.

Figure A.1: Initialed slope
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Figure A.2: Initialed slope

Mesh Mesh 1 Mesh 2 Mesh 3 Mesh 4

Elements 1600 6400 25600 102400

Table A.1: Computational meshes characteristics.

Figure A.3: Bed evolution for different mesh sizes and constant CFL.

Figures A.3 show a clear dependence of the resulting bed slope evolution on mesh size . No
convergence could be achieved and one can see that the less unstable slopes are obtained for coarser
meshes while finer ones show a very slow evolution towards a stable slope This is mainly due to
the algorithm that performs rotations element per element making the module highly dependent on
mesh size.
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Appendix B

B.1 Influence of mesh size

Figure B.1: Comparison of Test 36 simulations with different meshes: (a) breach extremities location
along the longitudinal axis at the crest center line (y=0.65 m) and (b) breach discharge.
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Run Number of elements NRMSE on breach discharge NRMSE on breach total width

Mesh 1 15575 17.4% 6.3%
Mesh 2 27110 15.8% 6.2%
Mesh 3 62459 16.9% 6.4%

Table B.1: Simulations of Test 36 with different meshes and resulting NRMSE on breach width and
discharge.

In simulations presented by Rifai (2018) the influence of mesh size was investigated for 2D hydro-
dynamic simulations only. In this section a similar sensitivity analysis is performed using a 2D
hydro-morphodynamic model. The experimental case 36 was represented with unstructured trian-
gular elements with a varying size evolving from coarse elements in themain channel and floodplain
to finer elements in the dike region. We used three different mesh sizes as shown in Table B.1. To
start the sensitivity analysis the energy loss was due to bottom friction was represented with the
Strickler formula and a coefficient K = 80 (m 1/3 s1). A constant velocity diffusivity of 10−4 m2/s
was applied for the turbulence term closure. The characteristics advection scheme is used for ve-
locity fields and the PSI scheme was selected for water depth. Only bedload transport was modeled
using the Meyer-Peter and Müller (1948) formula with a multiplying coefficient set to 12, both the
magnitude and direction of bedload were corrected using the Koch and Flokstra (1980) formula with
empirical parameters set to default values (β = 1.3). Figure B.1 shows slight differences between
the computed breach discharge for the three tested mesh sizes while breach widening seems more
sensitive to the mesh size. A possible explanation for that is the highly mesh dependent module user
to simulate sediment slide as shown in A. Mesh 2 was therefore retained as it resulted in satisfactory
estimation of breach width and discharge.
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