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École doctorale N°531, Ecole Doctorale - Sciences, Ingénierie et

Environnement (SIE)

Sciences et Techniques de l’Environnement
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ABSTRACT

As many people are exposed to high concentrations of air pollutants in urban areas, it is important

to understand the sources and formation processes. Modeling is an effective tool for this. This thesis

focuses on understanding the physical and chemical processes influencing indoor and outdoor air

quality at the local scale through modeling.

In a first step, the air quality in an urban street is modeled with the computational fluid dynam-

ics (CFD) tool code saturne, coupled with the atmospheric chemistry and aerosol dynamics module

SSH-aerosol. The canyon street is modeled in 2D, and the study covers a period of 12 hours. The

simulated NO2 and PM10 concentrations compare well with experimental measurements when at-

mospheric chemistry and aerosol dynamics are taken into account. However, the concentration of

black carbon is underestimated, probably partly due to the underestimation of non-exhaust emissions.

The concentrations of secondary PM compounds are strongly influenced by aerosol dynamics. In

particular, ammonia emitted by traffic promotes the formation of inorganic and hydrophilic organic

particles.

In a second step, to study the impact of trees in the street, trees are added to the 2D street canyon.

The aerodynamic impact of the tree crowns significantly increases the concentration of pollutants

emitted by traffic. Dry deposition on leaf surfaces is only significant for highly soluble compounds

such as HNO3 or low volatile compounds. Emissions of volatile organic compounds (VOCs) from

trees have little influence on the formation of condensables, except in the case of low wind. Never-

theless, the production of some extremely low volatile organic compounds by autoxidation is high,

which could favor the formation of ultrafine particles.

Finally, the indoor air quality in a closed stadium is studied using a 0D model (H2I). The indoor-

outdoor exchange rate and the filtration factor of the model are determined from the measured indoor

and outdoor black carbon concentrations using a Fourier transformation. The temporal variations of

O3 and NOx concentrations in indoor air are correctly simulated, but NO concentrations are over-

estimated and NO2 and O3 concentrations are underestimated. Sensitivity tests are carried out to

determine the relevant physical parameters of the model that drive these concentrations. The impact

of surface reactions is limited, as the ratio of surface area to stadium volume is low compared to

smaller indoor environments. The inclusion of VOCs favors the conversion of NO to NO2 and re-

duces the underestimation of NO2. Photolysis also has a strong influence on concentrations, with a
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strong impact of glazing.

Keywords: Air quality, CFD modeling, Indoor and outdoor, Secondary aerosol, Local scale.
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RÉSUMÉ

De nombreuses personnes étant exposées à de fortes concentrations de polluants atmosphériques

en milieu urbain, il est important d’en comprendre les sources et les processus de formation. La

modélisation est un outil efficace pour cela. Cette thèse porte sur la compréhension par modélisation

des processus physiques et chimiques influençant la qualité de l’air intérieur et extérieur à l’échelle

locale. Dans un premier temps, la qualité de l’air dans une rue urbaine est modélisée avec l’outil de

mécanique des fluides numérique (CFD) code saturne, couplé au module de chimie atmosphérique

et de dynamique des aérosols SSH-aerosol. La rue canyon est modélisée en 2D, et l’étude porte sur

une période de 12 heures. Les concentrations simulées de NO2 et de PM10 se comparent bien aux

mesures expérimentales lorsque la chimie atmosphérique et la dynamique des aérosols sont prises en

compte. Cependant, la concentration de carbone suie est sous-estimée, probablement en partie à cause

de la sous-estimation des émissions hors échappement. Les concentrations des composés secondaires

des particules sont fortement influencées par la dynamique des aérosols. Notamment, l’ammoniac

émis par le trafic favorise la formation de particules inorganiques et organiques hydrophiles. Dans un

second temps, pour étudier l’impact des arbres dans la rue, des arbres sont ajoutés dans la rue canyon

2D. L’impact aérodynamique des couronnes d’arbres augmente significativement la concentration

des polluants émis par le trafic. Le dépôt sec sur les surfaces des feuilles n’est important que pour

les composés très solubles comme HNO3 ou peu volatils. Les émissions de composés organiques

volatils (COV) par les arbres influencent peu la formation des condensables, sauf en cas de vent faible.

Néanmoins, la production de certains composés organiques extrêmement peu volatils par autoxidation

est élevée, ce qui pourrait favoriser la formation de particules ultrafines. Finalement, la qualité de

l’air intérieur dans un stade fermé est étudiée à l’aide d’un modèle 0D (H2I). Le taux d’échange

intérieur-extérieur et le facteur de filtration du modèle sont déterminés à partir des concentrations de

carbone suie mesurées à l’intérieur et à l’extérieur en utilisant une transformation de Fourier. Les

variations temporelles des concentrations d’O3 et de NOx en air intérieur sont correctement simulées,

mais les concentrations de NO sont sur-estimées et celles d’O3 de NO2 sous-estimées. Des tests

de sensibilité sont effectués afin de déterminer les paramètres physiques prégnants du modèle qui

pilotent ces concentrations. L’impact des réactions de surface est limité, car le ratio entre la surface et

le volume du stade est faible comparé à des environnements intérieurs plus petits. La prise en compte

des COV favorise la conversion du NO en NO2 et réduit la sous-estimation du NO2. La photolyse
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influence aussi fortement les concentrations, avec un fort impact du vitrage.

Mots clés: Qualité de l’air, Modélisation CFD, Intérieur et extérieur, Aérosol secondaire, Échelle

locale.
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CHAPTER 1

Introduction

1.1 Context of the PhD thesis

With the rapid pace of global urbanization and industrialization, environmental problems is be-

coming an important issue, receiving wide attention from all sectors. Urban air quality, relying on

which urban citizens live, has always been essential for their impacts on human health and the quality

of life. The reasons for the increasing attention for urban air quality problems in recent years are

based on the following factors.

Fig. 1.1 Evolution and prediction of urban population and rural population from the year of 1950 to
2030. Source: (UN-Habitat 2022).

First of all is the explosion of urban population. The evolution of global urban and rural population

is presented in Fig 1.1. From the year of 1950, the growth rate of urban population is always higher

than rural population. Before 2005, global rural population was higher than urban population, at the

same time, the rural population reached the highest around the year of 2005. However, since 2007,

the rural population remains almost unchanged and it is estimated to decrease from 2030. In contrast,

urban population keeps increasing with a high pace during the past 15 years and the high increasing

rate is estimated keeping unchanged in the next 30 years. Therefore, the gap between urban and
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rural populations is expected to grow. According to the World Cities Report 2022 by the United

Nations Human Settlement Programme, global urbanization is advancing at a rapid pace, with an

estimated 2.2 billion people expected to be added to the urban population by 2050, the global urban

population will account for 68% of the world’s population (UN-Habitat 2022). Corresponding to the

high urban population growth, although the expansion of urban spatial space is fast, the global urban

population density keeps increasing, particularly in low-income countries (UN-Habitat 2022). As one

of the major components affecting the climate change (Dodman 2009), the increasing global urban

population density has brought the awareness to the importance of urban air quality problems.

Secondly, the rising living standards of urban residents brings new challenges to the urban air

quality. The environment is altered with human activities. In large urban areas, complex urban

landscapes including high-rise buildings, roads, green spaces, and concrete surfaces exacerbate the

potential for air pollution and extreme weather (Han et al. 2015, Qian et al. 2022). Recent years,

due to the improvement of people’s life quality, the ownership of private cars is increasing. From the

modeling of global vehicle saturation over 45 countries by Dargay et al. (2007), the vehicle stock in

the year of 2030 is expected to be over 2 billion, which is about 2.5 times more than at the beginning

of the 21st century. The impact of vehicle ownership is demonstrated to have a higher mediating

impact on the air pollution among the urbanization process and vehicle exhaust emissions have been

widely proven as one of the main pollutant sources (Tao et al. 2021). Besides of the vehicles, other

anthropogenic activities which related to the urban residents’ daily life such as the use of fossil fuels,

the power generations and the industrialization also contribute to the urban air pollution (Fenger

1999), making the urban air quality an important issue for sustainable cities.

A key to evaluate the impact of human activities on the urban air quality lies on the understand-

ing of the relative importance of different physical and chemical processes in the atmosphere (Zifa

et al. 2008, Friedlander 1973, Song et al. 2019). As an important tool connecting the theoretical and

experimental research, numerical modeling are essential for studying indoor and outdoor air quality

in cities. Different urban environmental factors including the pollutant emissions, the meteorological

parameters, urban geomorphological features can be modeled with different complexity to reproduce

and predict the urban air quality and to build a comprehensive understanding of air pollution (Yassin

2013, He et al. 2013, 2016, Liu and Leung 2008). Therefore, the reproduction of concentrations of

different pollutants and the related sources and processes for their formation in indoor and outdoor

atmosphere in urban areas through simulation methods is the research focus in this thesis.

1.2 Urban air quality problem

Pollution is often seen as a side product of urban development that threatens human health. The

World Health Organization has reported that about 93% of the children in the world have to breathe

toxic air every day (Organization et al. 2018). In this section, the main urban air pollutants and their

sources, the impact to human health and to the urban environment are presented.
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1.2.1 Main composition of urban air pollutants

High concentrations of sulfur dioxide (SO2), nitrogen dioxide (NO2), ozone (O3), and particu-

late matters (PM) are observed in urban atmosphere (Zabalza et al. 2007). Some of the atmospheric

components are emitted directly from different sources in the atmosphere, which are called primary

pollutants, while the others are formed in the atmosphere from the gas precursors via chemical reac-

tions, named secondary pollutants.

Among the gaseous pollutants, primary gaseous pollutants, such as SO2, CO, NOx, and some

volatile organic compounds (VOC) are emitted by various sources. Power plants, industry, domestic

heating, and vehicles are the main sources for these pollutants in urban areas (Lin et al. 2011), most of

which are anthropogenic sources from human activities. Secondary gaseous pollutants, such as NO2

and O3 are formed through physical and chemical processes. The precursors of O3 include NOx, CO

and VOCs (Seigneur 2019). As the main gaseous composition in photochemical smog, O3 is largely

produced by photochemical reactions and therefore, the concentration of O3 is high in spring and

summer (Muilwijk et al. 2016). However, a secondary pollutant can at the same time be a primary

pollutant, such as NO2. For NO2 in urban streets, about 10% on average of its concentration is from

primary traffic exhaust, the rest are formed from chemical reactions (Carslaw and Beevers 2005).

Fig. 1.2 Local source contributions to PM2.5 for different cities at global level. Source: (Karagulian
et al. 2015).

Considering particulate matters (PM), different PMs show notable distinctions in properties such

as particle size, chemical composition and morphology. The size of the particles vary largely, with the

diameter of the particle (Crowder et al. 2002) ranging from several nanometers (nm) to several mi-

crometers (µm). According to the definition, ultrafine particles refer to those with particle diameters

less than 100 nm. Fine particles have an aerodynamic diameter less than 2.5 µm (PM2.5). Particles
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with larger diameters are so-called coarse particles. PM10 includes both fine particles and coarse par-

ticles (Seigneur 2019). The primary compounds of particles includes those from dust and unspecified

matter, those from the incomplete combustion of carbon, sea salt particles and some semi or low

volatile organic matters (Curtius 2009). Secondary compounds of particles are those formed in the

atmosphere from gaseous precursors and through the gas-phase chemistry and aerosol dynamics. For

example, NOx, SO2, VOC, and SVOC are important precursors of secondary fine particles (Seigneur

2019).

(a) Global population weighted PM2.5 composition

(b) PM2.5 composition near a roadway in Hongkong

Fig. 1.3 Comparison between global population weighted PM2.5 composition and urban PM compo-
sition near a roadway. Source: (a) (Philip et al. 2014), (b) (Cheng et al. 2015).

PM compositions vary significantly due to a diversity of sources from different areas. Fig 1.2

presents the local source contribution to the concentration of PM2.5 in different cities of the world.

Globally, 25% of the urban PM2.5 concentration comes from traffic emissions; 15% from industry;

20% from domestic heating; 22% from unspecified human activities; and 18% from natural sources.
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For most of the cities, the anthropogenic sources have higher contribution to PM2.5 mass and number

concentrations than natural sources. However, the fraction differs largely in different countries. For

example, the traffic is the main contributor to urban PM2.5 in several cities in south Asia, southwestern

Europe and south America. Nevertheless, this is not the case in cities in Middle East, northern China

and Canada. The diversity of sources leads to different PM composition. Panels (a) and (b) in Fig 1.3

present the global population-weighted PM2.5 composition and the PM composition near a roadway

in a city. The comparison between two panels shows a significant increase in sulfate and Black carbon

(EC in panel (b)) near the roadway, where traffic emissions are the main contributor to the PM2.5. The

PM composition in streets and their formation are discussed in details in Chapter 2.

1.2.2 Impact of air pollution on human health

The air pollution is a severe problem in many areas of the world. It is reported that nine-tenth

of the world’s population is being exposed to polluted air (Osseiran and Lindmeier 2018). In 2016,

4.2 million deaths were related to ambient air pollution, alongside with 3.8 million deaths caused by

indoor air pollution during the same period (Osseiran and Lindmeier 2018). In recent years, although

the deaths from indoor air quality are reduced, they are offset by the increasing deaths from ambient

air pollution (Fuller et al. 2022). Air pollution remains responsible for about 9 million deaths every

year, especially in low- and middle-income countries.

Fig. 1.4 Lung penetration of particles. Source: The Encyclopedia of the Environment (Danel 2019)

The atmospheric pollutants that have the greatest impact on human health are PM10 and PM2.5

(Uzu et al. 2011). The particle diameters determine whether and how they can enter the body (Vincent

2019). Fig 1.4 presents the lung penetration of particles with different diameters. It can been seen that

only particles with diameters smaller than 2.5 µm (fine particles) can reach the lungs and the alveoli

of the lungs. Ultrafine PM with diameters less than 100 nm are able to cross the alveolar capillary

membranes into the blood, and pass through the whole body. In addition to the respiratory pathway
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through the bronchopulmonary system, PM can also penetrate the body through the digestive and

dermal pathways (Vincent 2019).

Because of the lung penetration of particles, they have significant impacts on lungs. Various stud-

ies have demonstrated the association between PM2.5 exposure and lung and asthma diseases, lung

function and lung development (Tecer et al. 2008, Li et al. 2018, Liu et al. 2022). The carcinogenic-

ity of PM and other pollutants was confirmed by the International Agency for Research on Cancer

(IARC) (Loomis et al. 2013). Besides of the impact on lungs, as is described in the previous para-

graph, ultrafine PM can penetrate through the whole body and even reach to the brain, which may

also lead to various cardiovascular system diseases and neurological diseases (Zheng et al. 2015).

1.2.3 Impact of air pollution on the environment

While the air pollution has the most imperative impact on human health, it also damages our

environment. The impact of air pollution on the environment involves the impact on climate change,

ecosystems, buildings and cultural heritage.

Considering the climate change, some particles such as black carbon can absorb solar radiation.

This results in less sunlight to be reflected back into space, and thus contributes to the greenhouse

effect and the increase of temperature (Jacobson and Turco 1995, Wickramasinghe et al. 1989). This

effect also has a cascading impact on the vegetation growth, leading to a further increase in global

warming (Cline 1991). However, not all particles favors the global warming, depending on its compo-

sition. Generally, inorganic particles such as sulfates and nitrates lead to more reflections of sunlight

into the universe and cooling the temperature. Particles such as black carbon have reverse impact as

is shown before. Higher temperature can affect the wavelength and intensity of the heat (Garrett et al.

2002), which may also promote the photochemical formation of O3.

Air pollution also influences the ecosystem (Lovett et al. 2009, Greaver et al. 2012). Gaseous

pollutants of NOx and SO2 are two major precursors of acid rain (Parungo et al. 1987). The deposition

of sulfur and nitrogen leads to the acidification and the eutrophication of water and soil (Dentener et al.

2006, Qiao et al. 2015). The continuous acidification of soils results in the loss of salt-based ion, the

free up of harmful metal ions, and thus the decline of forest (Dai-Zhang et al. 2003). The free metal

ions from acidified soils move with water and enter lakes and rivers, together with the acidification of

water, damages aquatic plants and animals. In addition, gaseous and particulate pollutions are able to

penetrate into the plant through the leaves and generate free radicals (hydroxyl radicals) and reactive

oxygen species (ROS) to induce oxidative stress reactions, which may damage the lipids, proteins and

nucleic acids of plants, thus limiting their growth (Foyer and Harbinson 2019, Aranjuelo et al. 2008,

Rai 2016).

In addition, atmospheric pollution injures buildings and cultural heritage. The pollution of acid

rain, dust, SO2 and O3 are the major causes of the heritage damage (Sesana et al. 2021). Cultural

relics constructed by marbles are more vulnerable to acid rain. The calcium carbonate (CaCO3) in

marble reacts with acid rain containing SO2 and forms calcium sulfate (CaSO4). CaSO4 can deposit
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on the surface of marble and gradually fall off, causing damages to the surface of stones (Schuster

et al. 1994, Cheng et al. 1987). Particles also impact the corrosion of cultural heritage. The main

water-soluble inorganic ions in PM2.5 are SO2−
4 , NO−

3 and NH+
4 . These ions exist in the form of

NH4NO3 and (NH4)2SO4, leading to a weakly acidic environment on metal surfaces (Wang et al.

2013). Depending on the physical and chemical properties of different PM, it is possible to accelerate

the corrosion of metals (Garcı́a et al. 2007). Paintings, sculptures, buildings, and other surfaces

containing metal elements subject to corrosion by PM.

1.3 Physical and chemical processes in indoor and outdoor urban en-

vironment

Pollutants in the atmosphere interact with different components including other pollutants, water,

soil, vegetation, etc. and undergo physical and chemical transformations. It is important to understand

these different processes, in order to correctly reproduce the evolution of air pollutants in indoor and

outdoor environment and to provide guidance to improve the urban air quality. In this section, main

processes in ambient and indoor atmosphere in local scales are presented.

1.3.1 Physical processes

Atmospheric dispersion is an important process for pollutants in the air. It refers to the process

in which pollutants disperse and dilutes under the mixing effect of turbulence that occurs within the

air near the ground surface (Stockie 2011). Atmospheric dispersion of pollutants is impacted mainly

by the wind direction, the wind speed, the temperature and the atmospheric stability.

Due to the chaotic character of the flow, the turbulence exists in the form of vortex with different

size scales. The scale of macroscopic vortices is much larger than the mean free path of molecules.

Prandtl proposed the mixing length model to describe the characteristic size of the vortex (Holton

2004). While it is impossible to determine the turbulence in mathematics (Seigneur 2019), approxi-

mations are made for the representation of turbulence. Turbulent processes can be described through

lagrangian approach or eulerian approach (Gouesbet and Berlemont 1999). The lagrangian approach

uses a reference system moving with the mean wind. The turbulent diffusion is relative to the refer-

ence system. While in eulerian approach, the reference system is fixed. The turbulent diffusion is the

absolute diffusion.

Atmospheric deposition refers the process of pollutants in the atmosphere deposited onto the

solid or liquid surfaces through different pathways. It can be divided into dry deposition and wet

deposition. In this thesis, atmospheric dry deposition is focused, which refers to the removal of

gaseous and particulate species by different processes in absence of precipitation (Farmer et al. 2021).

Pollutants are transported to the surfaces of vegetation and buildings, and are adhered to the surface

because of the molecular forces.
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The deposition impact is often measured by the deposition velocity, which is defined as the ratio of

the deposition flux (F) on a unit area per unit time to the air concentration. Considering the deposition

of particles, for particles with diameters larger than 10 µm, gravitational settling dominates. On the

oppposite, for particles with diameters smaller than 1 µm, the dry deposition are mainly due to the

turbulent transfer and Brownian diffusion (Zhang et al. 2001), and the gravitational settling can be

neglected.

The dry deposition velocity are parameterized in a variety of studies. Wesely (2007), Zhang et al.

(2002a, 2003a) parameterized the deposition velocity for gaseous species as the inverse of the sum of

resistances, which related to aerodynamic effect, the impact of molecular diffusivity of pollutants and

the surface impact. Slinn (1982) developed a deposition model of aerosols for vegetation canopies,

taking into account the deposition processes of gravitational settling, impaction, interception, Brown-

ian diffusion and particle rebound. Based on this model, Zhang et al. (2001) optimised the calculation

of deposition velocity for aerosols by simplifying the empirical parameterization of all deposition

processes.

Fig. 1.5 Air change standard for different indoor space. Source: (Brown 1997).

Outdoor-to-indoor air exchange rate refers to the rate at which outdoor air replaces indoor air

when studying the indoor air quality (IAQ) (Nero 1988). It is defined as the number of times per hour

of the total air exchange in an indoor space. Air exchange rate is important for the residents’ health.

Insufficient air exchange may cause excessive indoor air pollution such as the accumulation of

formaldehyde from indoor equipment (Milner et al. 2014), which is harmful to human health. The

confined indoor environment with inadequate outdoor-to-indoor air exchange also results in the high

concentration of CO2, which is not beneficial for human health in long-term, especially for pregnant
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women and children (Satish et al. 2012). In addition, a variety of mold, bacteria, viruses and dust

mites are easily to be bred in a long-term non-ventilated indoor space. They are attached to furniture,

clothes and are able to enter the human body through the respiratory system, resulting in the sickness

(Srikanth et al. 2008). Fig 1.5 presents the generic outdoor air ventilation standard for different indoor

spaces. In general, indoor spaces with high emissions, with high crowd flow or with high requirements

of air quality have a higher air exchange rate than other spaces. The air exchange rate can be adjusted

with the equipment of air handlers, together with the filtration of airborne contaminants.

1.3.2 Gas-phase chemistry

In the atmosphere, the gas-phase chemistry can be categorized as photochemical reactions and

other chemical reactions (Seigneur 2019).

Photochemical reactions mainly occur in the ozone layer of the atmosphere, where reactants ab-

sorb energy from solar radiation and excite electrons, which leads to the breakage and formation of

bonds. In urban areas, photochemical smog is currently one of the most concerned pollution issues.

The main components of photochemical smog are O3 and NOx. O3 is formed through the chemi-

cal reactions between NOx and VOCs under the sunlight. The formation of photochemical smog is

complex, following a set of photochemical reactions in the atmosphere (Zhong et al. 2014).

Besides of the photochemical reactions, the oxidation of atmospheric components is the major

process in the atmosphere, because of the highly oxidizing environment provided by the existence of

more than 20% of the oxygen (O2) in the air (Solazzo et al. 2008). However, because of the relatively

stronger chemical stability, O2 is not the main oxidants in the atmosphere. Instead, O3, alongside with

the hydroxyl radical (OH) and the nitrate radicals NO3, are the main atmospheric oxidants.

NO3 is mainly formed through the oxidation of NO2, and is easily decomposed under the sunlight.

O3 and OH are mainly formed through photochemical reactions. Therefore, in the daytime, OH and

O3 act as the main oxidants, while in the nighttime, NO3 and O3 are the main oxidants.

The photochemical formation of O3 and OH are presented as follows:

1. The photochemical formation of O3:

NO2 + hν −→ NO +O (1.1)

O +O2 +M −→ O3 +M (1.2)

Where M represents a molecule of N2

2. The photochemical formation of OH:

O3 + hν −→ O(1D) +O2 (1.3)

O(1D) +H2O −→ OH (1.4)

Where O(1D) represents the excited oxygen atoms.
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O3 can be continuously regenerated through the photolysis of NO2 in the atmosphere, while at

the same time, it is balanced by the consumption as one of the major oxidants. The destruction of O3

with NO is presented as follows:

NO +O3 −→ NO2 +O2 (1.5)

However, the chemical balance between the production and consumption of NOx and O3 can

be interrupted by the addition CO and VOC species. Two chemical regimes are therefore observed

according to the possible main oxidation pathways of NOx. As shown in Fig 1.6, in the high-NOx

regime, when the fraction [COV]/[NOx] is low, the production of peroxyl radical (RO2) is limited.

NO tends to react with O3 and therefore results in the destruction of O3. In contrast, in the low-NOx

regime, when the fraction [COV]/[NOx] is high, the production of RO2 is significant. NO reacts

preferentially with RO2, which favors the formation of O3. The critical fraction between [COV] and

[NOx] identifying the chemical regime has been osberved to be around 8 (ppb C/ppb) (Seinfeld and

Pandis 2016).

(a) High-NOx regime (b) Low-NOx regime

Fig. 1.6 Possible NOx oxidation pathways observed in two chemical regimes. Source: Ecole des
Ponts/ POLU1 course.

The oxidation of precursor gases in the atmosphere, such as NO2 and VOCs, impacts the formation

of condensables. The formation of these condensables, which may condense onto particles depending

on the environment, is detailed in Chapters 2 and 3.

1.3.3 Aerosol dynamics

Aerosols are solid or liquid particles suspended in the atmosphere, ranging in size from a few

nanometers to several micrometers. Aerosols are formed naturally from volcanic eruptions, forest

fires, dust storms. They are also formed from human activities such as industrial processes, trans-

portation and burning of fossil fuels.

Aerosol dynamics concern how aerosols move, interact, and transform in the atmosphere. It

involves the physical, chemical, and biological processes that affect aerosols, such as coagulation,
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nucleation, condensation and evaporation. These processes determine the concentration, size distri-

bution, and chemical composition of aerosols in the atmosphere, which in turn influence air quality,

climate, and human health.

1.3.3.1 Nucleation

Nucleation is the process of the formation and growth of new particles from gas precursors in the

atmosphere. The process of nucleation may involve two or three species, and is referred as homoge-

neous or heterogeneous nucleation.

Tn the atmosphere, some low volatility gas cluster together to form small clusters or particles.

Therefore, the nucleation is in competition with condensation. The nucleation is favoured when the

concentration of gaseous molecules is high, and for gaseous species that have a very low saturation

vapor pressure (Seigneur 2019). The clusters formed from gaseous precursors can then grow by

colliding with other gas molecules in the atmosphere to grow into aerosol particles. Therefore, the

nucleation rate is defined as the number of particles formed per unit volume per unit time. The

nucleation rate depends on various factors, including temperature, pressure, and the concentration

of gas molecules in the atmosphere. Higher temperatures and lower pressures can both promote the

nucleation by making it easier for gas molecules to cluster together.

The nucleation is strongly related to the particle growth in number and size. As this work focuses

on mass concentrations, nucleation is not considered.

1.3.3.2 Coagulation

Coagulation refers to the process by which two small particles aggregate and grow into larger

particles through collisions and adhesion. The coagulation rate is minimum for two particles of the

same size and increases as the difference between the sizes of the two particles increases.

The change in the distribution of the particle number concentration as a function of particle volume

due to coagulation is represented by the following equation including the coagulation coefficients

between particles of different volumes:

dnp(vp)

dt
=

1

2

∫ vp

0

β(v′p, vp − v′p)np(v
′
p)np(vp − v′p)dv

′
p −

∫ ∞

0

β(vp, v
′
p)np(vp)np(v

′
p)dv

′
p (1.6)

Where vp and v′p are the volume of two particles, β(vp, v′p) is the coagulation coefficients between two

volumes.

The coagulation coefficients are dependent on the size of the particles and the type of regime they

are in, such as the continuous regime for coarse particles and the kinetic theory of gases for ultrafine

particles in the free molecular regime. The Fuchs equation is commonly used to parameterize the

intermediate regime that corresponds to fine particles (Fuchs 1965).

The coagulation rate between particles depends on their number concentrations, with coagulation

being more important for ultrafine particles due to their typically high number concentrations.
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1.3.3.3 Condensation/evaporation

The processes of condensation and evaporation refer to the transfer of gaseous molecules to an

existing particle and the reverse. These two processes do not change the particle number concentra-

tion, only the particle mass concentration and their chemical composition are altered (Seigneur 2019).

Condensation/evaporation is impacted by the meteorological parameters including the temperature,

pressure and relative humidity. When the vapour pressure in gas phase is higher than the pressure in

particle phase, gaseous molecules condense onto particles. Conversely, when the pressure in particle

phase is higher than the vapour pressure, particulate molecules evaporate into the gas.

1.4 Urban air quality modeling

Urban air quality are studied through different methods, from experiments to modeling. Based on

the scientific understanding of physical and chemical processes in the atmosphere, mathematical tools

are used to simulate the transportation and the reaction of air pollutants in different scales. Differ-

ent environmental factors and parameters are considered in the modeling, including meteorological

conditions, emissions, and urban landscape. The modeling is an effective tool for the reproduction

and prediction of air quality, and can be contributed to the pollutant-related decision-making for the

development of cities.

Regional-scale chemistry-transport models (CTM) are largely used for the air quality modeling,

such as Polair3D (Sartelet et al. 2007). Thanks to the large geographic area covered (ranging from tens

to thousands of kilometers, with spatial resolution coarser than 1 x 1 km2), these models are designed

to simulate the long-range transport of pollutants across large regions, such as entire countries or

continents. However, regional-scale models fail to represent the high concentrations of gaseous and

particulate pollutants observed locally in urban areas and in streets. In this context, local-scale models

are developed with different complexity and computational costs.

Local-scale air quality models focus on a smaller geographic area. They are designed to repro-

duce the high concentrations of gaseous and particulate pollutants from a single or several sources in

specific areas of cities, such as in streets or in buildings. The landscape characteristics of the model-

ing area are often also considered, as their impacts on the air pollutant dispersion and conversion are

important in local-scale models.

According to the literature, four main groups of local-scale air quality models are used in different

studies: Gaussian, Lagrangian, street box models and computational fluid dynamics (CFD).

Gaussian models, such as CALINE4 (Sharma et al. 2013) and ADMS (Carruthers et al. 1994),

adopt a Gaussian plume distribution for the pollutant dispersion. These models are largely used to

evaluate the impacts of existing and proposed pollutant sources at the local scale (Srivastava and

Rao 2011). The computational cost of Gaussian models is low, when representing the dispersion

around a single point source, such as an industry. However, the computational cost can be high if line

sources, such as roads or streets, are represented as a succession of individual sources. Therefore,
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the advantage of Gaussian models is that they are able to study the dispersion around a point source

with high efficiency. However, the model is usually simple, the complex urban environmental con-

ditions including the landscape and meteorological conditions cannot be modeled, nor the chemical

interactions between pollutants from the regional and local scales.

Lagrangian models such as SPRAY (Gariazzo et al. 2007) and STILT-Chem (Wen et al. 2013)

simulate the movement and dispersion of air pollutants by tracking the motion of individual particles

or parcels of air. These models use mathematical equations to calculate the transport and diffusion

of pollutants as they move through the atmosphere. Unlike Gaussian models, Lagrangian models

can simulate complex wind fields and terrain, and can account for chemical reactions and physical

processes, and are often used for studying the transport and fate of air pollutants over long distances

and timescales. However, the computational cost of Lagrangian models is high. Another drawback

of this kind of model is that they fail to simulate the interactions between different phases (Schmidt

et al. 2019).

Street-network models such as MUNICH (Kim et al. 2018b, Lugon et al. 2020a) and SIRANE

(Soulhac et al. 2011) use parameterised turbulence and wind flow based on CFD simulations and/or

wind tunnel experiments. MUNICH uses an eulerian approach to model the street network, allowing

coupling with chemical modules and regional-scale transport models. With high spatial resolution

and the quick assessments, street-network models are efficient in predicting the air quality in urban

areas.

CFD models such as Code Saturne (Archambeau et al. 2004) are based on numerical algorithms

that solve the Navier-Stokes equation for governing mass and momentum of the fluid flow. The spatial

resolution of CFD models can be very fine, e.g. lower than 1 m, allowing to accurately simulate and

predict the dispersion of air pollutants over complex terrain and assess the impact of emissions from

various sources. The cost of CFD models is high, and the conventional CFD models often treat the

pollutants as passive scalars, which may lead to some bias for the formation of secondary compounds.

1.5 Presentation of the thesis

This thesis presents urban local-scale indoor and outdoor air-quality studies, focusing on the de-

velopment of numerical simulations for the understanding of the physical and chemical processes

in the atmosphere that affect the formation of air pollutants. Air quality in urban street canyons is

studied using the CFD tool Code Saturne coupled to the chemistry module SSH-aerosol for inves-

tigations related to atmospheric chemistry and aerosol dynamics. Indoor air quality is studied for

an enclosed stadium in Paris using a 0D indoor air quality model H2I, which represent with a pa-

rameterized approach ventilation, surface adsorption, deposition, and chemical reactions in indoor

environments. This thesis is written through a collection of two articles which were published during

the PhD period, together with the redaction of one chapter on indoor air quality.

Chapter 2 presents the outdoor gas and particle modeling in an urban street canyon in Greater
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Paris. The model validation is conducted through the comparisons of simulated NO2 and PM10 con-

centrations with measurements. The formation of secondary particles is also studied and the impacts

of different processes and emissions are discussed.

In Chapter 3, to study the impact of trees on pollutant concentrations in streets, a tree model is

added to the simulations of Chapter 2. The impacts of the aerodynamic effect of tree crowns, atmo-

spheric dry deposition on leaf surfaces and on urban surfaces, and tree VOC emissions are studied

for gaseous pollutants and condensables in different meteorological conditions. The overall impact of

trees is also evaluated based on the up-mentioned physical and chemical processes.

Chapter 4 presents the modeling of indoor air quality in an enclosed stadium using the H2I model.

The model ventilation parameters are determined in the study through indoor-outdoor measurements

of black carbon concentrations. The model is then used to simulate O3, NO2 and NO concentrations,

and the impacts of different physical and chemical processes on their formation are discussed.

The summary of the results and perspectives for future studies and applications are presented in

Chapter 5.
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CHAPTER 2

Modeling of gaseous and particulate species in the street

2.1 Summary

NO2 and particulate matter (PM) may have strong impact on human health. They are both directly

emitted by traffic but also formed from gaseous precursors. In order to investigate and understand their

evolution at the street level, computational fluid dynamics (CFD) method is used and coupled to the

SSH-aerosol model, which represents gas chemistry and aerosol dynamics. The work was done in

collaboration with the university of Tokyo. For the CFD simulations, two CFD tools are used and

compared: CEREA used Code Saturne while the university of Tokyo used OpenFoam. Both tools are

free and open source.

In the present study, both CFD tools rely on a RANS turbulence model (k − ε). They are coupled

with the modular box chemistry model SSH-aerosol to model pollutant dispersion, chemical reactions

and aerosol dynamics during a period of 12 hours (from 5 a.m. to 5 p.m., local time, GMT+2 h) in

a street of Greater Paris. Sensitivity tests to the mesh and the time step are conducted, in order to

determine a configuration that is as computationally efficient as possible. The most computationally

cost-effective method is used to perform the simulation. The impact of turbulence model on reactive

and non-reactive pollutant concentrations is assessed by comparing the concentrations simulated by

the two codes. This comparison of the CFD tools provides a qualitative estimation of the uncertainty

associated with the modelling of the atmospheric flow on air quality.

In order to evaluate the models, the simulated concentrations are compared with measurements.

However, as the models are built with a simplified 2D domain, the simulation period is chosen, so that

it corresponds to a measured wind direction that is almost perpendicular to the street length during

a period of 12 hours. This relatively long period of simulation avoids the appearance of fortuitous

short-term correspondence between simulated concentrations and measurements, which makes the

comparison more convincing. It is found that the simulated NO2 and PM10 concentrations based

on the coupled model achieved better agreement with measurement data than the conventional CFD

simulation. However, the black carbon concentration is underestimated, which may be explained by

the underestimation of non-exhaust emissions (tire and road wear). This simulation set up will also

be used for the model evaluation of the study on the impact of trees in the next chapter.

The detailed results and analysis are presented in the following article. This article has been

15



published in the scientific journal Atmospheric Chemistry and Physics, with the doi 10.5194/acp-23-

1421-2023.

2.2 Article

2.2.1 Abstract

In the urban environment, gas and particles impose adverse impacts on the health of pedestri-

ans. The conventional computational fluid dynamics (CFD) methods that regard pollutants as pas-

sive scalars cannot reproduce the formation of secondary pollutants and lead to uncertain prediction.

In this study, SSH-aerosol, a modular box model that simulates the evolution of gas, primary and

secondary aerosols, is coupled with the CFD software, OpenFOAM and Code Saturne. The tran-

sient dispersion of pollutants emitted from traffic in a street canyon is simulated using the unsteady

Reynolds-averaged Navier–Stokes equations (RANS) model. The simulated concentrations of NO2,

PM10, and black carbon (BC) are compared with field measurements on a street of Greater Paris. The

simulated NO2 and PM10 concentrations based on the coupled model achieved better agreement with

measurement data than the conventional CFD simulation. Meanwhile, the black carbon concentra-

tion is underestimated, probably partly because of the underestimation of non-exhaust emissions (tire

and road wear). Aerosol dynamics lead to a large increase of ammonium nitrate and anthropogenic

organic compounds from precursor gas emitted in the street canyon.

2.2.2 Introduction

Traffic-related pollutants can impose adverse effects on pedestrians’ health in the urban environ-

ment (Anenberg et al. 2017, Jones et al. 2008). Especially particulate matter (PM) is strongly associ-

ated with increased cardiovascular diseases (Du et al. 2016). Therefore, investigating the dispersion of

PM and the corresponding precursor gas is of great significance to evaluate the environmental impact

and devise suitable countermeasures (Kumar et al. 2008).

With the development of numerical simulations, computational fluid dynamics (CFD) has been

widely used for near-field dispersion prediction (Tominaga and Stathopoulos 2013). The pollutant

dispersion patterns in complex geometric and non-uniform building configurations can be well pre-

dicted using CFD simulations (Blocken et al. 2013). Pollutant dispersion, deposition and transforma-

tion (chemical re- actions and aerosol dynamics) have primary roles in near-field prediction models.

However, most CFD-based studies assume that the timescale of transport at the street scale (100 m)

is relatively shorter than the timescale of deposition and transformation; therefore, they frequently

regard pollutants as inert matter. Meanwhile, the recirculation flows which commonly exist in street

canyons lead to low- ventilation zones and may provide sufficient time for trans- formation (Lo and

Ngan 2017, Zhang et al. 2020).

In addition, when PM is transported as a passive scalar, the distribution of the total concentration
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can be simulated; however, information on the particle size distribution and chemical composition is

unclear. Understanding the size distribution is important for evaluating the health hazards because

large particles are deposited in the mouth and upper airways, whereas smaller particles deposit deeper

in the lungs and can even reach the alveolar region of the lungs (Sung et al. 2007). Moreover, as

particles of different chemical compositions are related to different sources and/or precursor gases,

gaining knowledge of their composition may help to devise countermeasures to limit their concen-

trations (Kim 2019). To simulate pollutant concentrations considering both transport and transfor-

mation, many studies have coupled air-quality models with gas-phase chemistry and aerosol modules

and achieved chemical transport from a regional scale (100 km) (Sartelet et al. 2007) to a street scale

(Lugon et al. 2021b). However, few models can simultaneously represent detailed particle dispersion

in a complicated urban flow field considering secondary aerosol formation.

For the recent development and application of the CFD–chemistry coupling model, Kurppa et al.

(2018) implemented a sectional aerosol module into large eddy simulation (LES) and conducted a

particle dispersion simulation on a neigh-borhood scale. Gao et al. (2022) employed the same model

to examine the dispersion of cooking-generated aerosols in an urban street canyon. In both studies, the

effect of particle dynamics on aerosol number concentration was well reproduced. However, the sim-

ulated chemical composition was not detailed. In addition, the chemical reactions of the precursor gas

were not considered. Kim et al. (2019) coupled the unsteady Reynolds-averaged Navier–Stokes equa-

tions (RANS) model with gas chemistry and aerosol modules and conducted simulations of PM1 in

a street canyon under summer and winter conditions. The diurnal variations, spatial distribution, and

chemical composition of pollutants in the street canyon were investigated. However, the size distribu-

tion of particles and the secondary organic aerosol (SOA) chemistry were not considered. Therefore,

a more comprehensive coupled model is needed to simulate the evolution of gas concentrations, mass,

and number concentrations of primary and secondary particles at the same time.

Vehicles are considered to be the main ammonia (NH3) source in urban environments (Sun et al.

2017). Reactive nitrogen emissions from many new vehicles are now dominated by NH3 (Bishop and

Stedman 2015). Since the formation of ammonium nitrate is often limited by HNO3 rather than NH3

in urban areas (NH3-limited), increasing NH3 may lead to increased ammonium nitrate production

and PM concentration in urban streets (Lugon et al. 2021b). However, NH3 emissions from passenger

cars are usually not regulated (Suarez-Bertoa and Astorga 2018). Therefore, to provide evidence in

making policies for NH3 emission regulation, it is important to investigate the local influence of NH3

emissions on PM concentrations.

Therefore, to achieve a more comprehensive simulation of PM and related precursor gas, this study

couples soft- ware of two open-source CFD: OpenFOAM (OpenFOAM 2022) and Code Saturne

(Archambeau et al. 2004), with gas-phase chemistry and aerosol module SSH-aerosol (Sartelet et al.

2020). Both OpenFOAM and Code Saturne own wide users. Therefore, coupling SSH-aerosol with

software of both CFD may satisfy more needs. Simulations of the PM concentrations in a 2-D street

canyon are conducted. The coupled model is validated by comparison to field measurements. The

size distributions and chemical compositions of particles from the models with and without secondary
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aerosol formation are compared. In addition, cases with large NH3 emissions are considered and the

related PM increase is investigated.

The remainder of this paper is organized as follows. The coupling of the aerosol model and CFD

is introduced in Sect. 2.2.3. The computational details are presented in Sect. 2.2.4. In Sect. 2.2.5, the

simulated pollutant concentrations are compared with field measurements, followed by evaluations

of the influence of the grid, coupling method, and time step. In Sect. 2.2.6, spatial and temporal

variations in the concentrations are analyzed. The chemical compositions and size distributions of the

particles between the coupled model and the model that does not consider gas chemistry or aerosol

dynamics are compared. In addition, the effect of NH3 traffic emissions on particle concentrations is

discussed. Finally, the conclusions and perspectives are presented in Sect. 2.2.7.

2.2.3 Model description

The coupling method between CFD and chemistry modules is similar to the literature (Gao et al.

2022, Kurppa et al. 2018). OpenFOAM v2012 and Code Saturne 6.2 are used to solve the governing

equations of the flow field and transport equations of gas and particle mass fractions. The inflow

conditions, pollutants’ background concentrations, and emission rates are obtained from regional

models and are linearly interpolated into each time step; this will be introduced in Sect. 2.2.4. This

simulation method is called the transient- condition method (TCM) in this study. However, because

time-varying flow fields and concentration fields are expensive to compute in terms of computational

time, conducting CFD simulations with fixed boundary conditions and emission rates at specific time

points is considered a practical method for evaluating street-level pollutant concentrations (Wu et al.

2021, Zhang et al. 2020). The transport (advection and diffusion) and chemical processes will reach

equilibrium, and the simulated concentrations will reach quasi-stable values. These values are often

regarded as time- averaged concentrations. This method is called the constant-condition method

(CCM) in this study, in contrast to TCM. However, the simulation accuracy of CCM has not been

validated in simulations that consider both gas chemistry and particle dynamics. Therefore, validation

is conducted using boundary conditions and emission rates at specific time points and the simulated

concentrations with CCM and TCM are compared in Sect. 2.2.5.2.

The unsteady RANS model is used for the transient simulations with both CFD codes. In Open-

FOAM, the RNG (re-normalization group) k–ε model (Yakhot et al. 1992) is deployed for turbulence

closure. All transport equations are discretized using the total variation diminishing (TVD) scheme

(Harten 1984, Yee 1987), which combines the first-order upwind difference scheme and the second-

order central difference scheme. The PIMPLE algorithm, a merged PISO (Pressure Implicit with

Splitting of Operator)–SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm in

the OpenFOAM toolkit, is used for pressure–velocity coupling. In Code Saturne, turbulence is solved

using the k–ε turbulence model (linear production) (Guimet and Laurence 2002). The time and space

discretization of velocity, pressure, and other scalars in all transport equations are realized through a

centered scheme and a fractional step scheme (Archambeau et al. 2004). For both CFD software, the
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dry deposition schemes for gas and particle are added to the transport equations using volume sink

terms based on Zhang et al. (2003b) and Zhang et al. (2001), respectively. The details of the imple-

mentation are provided in Appendix A. The SSH-aerosol (Sartelet et al. 2020) is a modular box model

that simulates the evolution of not only gas concentrations but also the mass and number concentra-

tions of primary and secondary particles. In SSH-aerosol, 112 gas species and 40 particle species are

considered. The particle compounds are dust, black carbon (BC), inorganics (sodium, sulfate, ammo-

nium, nitrate, and chloride), primary organic aerosol (POA) and secondary organic aerosol (SOA).

Three main processes involved in aerosol dynamics (coagulation, condensation/evaporation, and nu-

cleation) are included. The particle size distribution is modeled using a sectional size distribution.

Nucleation is not considered in this study because only the mass and not the number of particles is

available for evaluation, and large uncertainties remain on the nucleation parameterizations (Sartelet

et al. 2022) that mostly affect the number of particles. As nucleation is not considered, the minimum

diameter does not need to be as low as 0.001 µm, and it is fixed to 0.01 µm, as in the regional-scale

simulations of Sartelet et al. (2018), which provide the background concentrations. Six particle size

sections are employed with bound diameters of 0.01, 0.04, 0.16, 0.4, 1.0, 2.5, and 10 µm.

The coupling between CFD and SSH-aerosol is achieved by using the application program inter-

face (API) of SSH- aerosol. The gas and particle concentrations are initialized in CFD and transported

in the domain for each time step. For each grid volume cell, these transported concentrations, as well

as meteorological parameters, such as temperature and humidity, are then sent to SSH-aerosol to ad-

vance 1 time step of gaseous chemistry and aerosol dynamics. Once the SSH-aerosol calculation is

completed, the concentrations are sent back to the CFD for the next time step. It should be noted

that as the SSH-aerosol processes the ensemble-averaged concentration from the RANS model, the

covariance of turbulent diffusion and chemical reaction may not be fully reproduced. The influence

of different operator splitting algorithms is discussed in Sect. 2.2.5.4.

2.2.4 Simulation setup

The simulation is set up to model a street in Greater Paris (Boulevard Alsace-Lorraine), where

field measurements were conducted from 6 April to 15 June 2014. The concentrations of nitrogen

dioxide (NO2), particles with diameters less than 10 µm (PM10), and black carbon were measured as

described in Kim et al. (2018b).

Figure 2.1 shows the simulation domain. The 2-D street canyon is 27.5 m in width (W) and 8.5m

in height (H). The domain height is 6 H. The street canyon is discretized into uniform grids in x and z

directions. The grid resolutions in the street canyon are 0.5 m in both x and z directions, respectively.

The largest grid sizes are 4 m (x) × 2 m (z). An analysis of the grid sensitivity is described in

Sect. 2.2.5.3.

Simulations are conducted from 04:30 LT to 17:00 LT on 30 April 2014 at local time (GMT+2).

This period is selected because the wind direction is almost perpendicular to the street canyon during

that day, allowing for a 2-D simulation setting. During the field measurement, there are several
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Fig. 2.1 Simulation domain of street canyon.

time periods when the wind direction is perpendicular with the street canyon. Meanwhile, some

time periods are short (less than 5 h), and we consider that such a short period simulation is not

representative in simulation accuracy. In addition, we consider that it is critical to have a simulation

time long enough to cover both daytime chemistry and nighttime chemistry. The first 30 min of the

simulation cor- responds to model spin-up, and the simulation lasts 12 h. A sensitivity analysis of

numerical aspects, such as the splitting method between transport and chemistry and the time step, is

described in Sect. 2.2.5.4.

Fig. 2.2 Time variations of hourly (a) friction velocity and (b) temperature for inflow.

Meteorological conditions (Fig. 2.2) including time-varying friction velocity and temperature are

obtained from the simulation described in Sartelet et al. (2018) using the Weather Research and Fore-

casting (WRF) model. The grid resolution is 1 km × 1 km in Paris. The lowest and highest friction

velocities occurred approximately at 05:00 LT and 11:00 LT, respectively. The lowest and highest

temperatures are around 08:00 LT and 17:00 LT. For the inflow, the wind direction is perpendicular to

the street canyon. The friction velocity u∗ is used to prescribe the vertical profiles of the streamwise

velocity U, turbulent kinetic energy k, and turbulent dissipation rate ε as follows:

U(z) =
u∗
κ

ln(
z −H

z0
) (2.1)
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k(z) =
u2∗√
Cµ

(2.2)

ε(z) =
u3∗

κ(z −H)
(2.3)

2.2.5 Model evaluation

where κ is the von Kármán constant and Cµ is the model constant (=0.09) in the k–ε model. The

roughness length z0 is set to 1 m for the inlet (Belcher 2005) and 0.1 m for the wall and bottom (Lo

and Ngan 2015).

In addition, since the domain height is low (51 m) in this study and we focus on the pollutant

dispersion behaviors in the street canyon, it is reasonable to consider the atmospheric stability as

neutral; therefore, the temperature is assumed to be spatially uniform at the inflow. The hourly friction

velocities and temperatures are linearly interpolated into each time step and prescribed at the inflow.

It should be noted that the general trends are simulated but the fast fluctuations at the inlet are not

reproduced. The same linear interpolation is used for background concentrations and emission rates,

which will be described in the following.

Figure 2.3a shows the time variations of the PM10, NO, and NO2 background concentrations.

Figure 2.3b and c show the emission rates for NO, NO2, and the emitted compounds of PM10. The

background concentrations of the gas and particles are obtained from the regional-scale simulations

of Sartelet et al. (2018) with the Eulerian model Polair3D of the Polyphemus air quality modeling

platform (Mallet et al. 2007) which uses the same chemical representation as in this study. As detailed

in Sartelet et al. (2018), the regional background concentrations compare well to measurements of O3,

NO2 , PM10 , PM2.5 , black carbon, and organic aerosols. The hourly background concentrations are

linearly interpolated into each time step, and the spatial distribution is uniformly prescribed at the

inflow and top. The traffic emission source is assumed to be approximately 14 m in width and 1.5 m

in height, and it is set in the middle of the bottom of the canyon (Fig. 2.1). As detailed in Kim et al.

(2022), emissions are estimated from the fleet composition and the number of vehicles in the street

using COPERT’s emission factors (COmputer Program to calculate Emissions from Road Transport,

version 2019, (EMEP/EEA 2019)). After the speciation of NOx , volatile organic compounds (VOCs),

PM2.5 , and PM10 into model species, emissions are set for 16 gaseous model species and 3 particle

model species: dust and unspecified matter (dust), black carbon (BC), and primary organic aerosol

of low volatility (POAlP). The PM size distribution at emission is assumed to be the same as in

the previous studies (Lugon et al. 2021a,b). The exhaust primary PM is assumed to be in the size

bin (0.04–0.16 µm) while non-exhaust primary PM is coarser in the size bin (0.4–10 µm). For the

boundary conditions of OpenFOAM, the pressure and gradients of all other variables are set to zero

at the outlet. For the walls, we use the wall functions of ε and turbulent kinematic viscosity νt for

atmospheric boundary layer modeling in the OpenFOAM toolkit (OpenFOAM 2022) based on Parente

et al. (2011). The gradients of turbulent kinetic energy k, concentration, and temperature are set to
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zero. In Code Saturne, a two-scale logarithmic friction velocity wall function is used for solving the

fluid velocity near wall cell and a three-layer wall function is used for computing other transported

scalar profiles such as temperature near the wall (Arpaci and Larsen 1984).

Fig. 2.3 Time variations of (a) PM10, NO and NO2 background concentrations, (b) emission rates of
NO and NO2 and (c) emission rates of dust, BC, and organics (POAlP).

The turbulent Schmidt number Sct in the concentration transport equations, which is the ratio

of the turbulent diffusivity to the concentration and turbulent kinematic viscosity, is important in

turbulent diffusion modeling. The value of Sct is considered between 0.2 and 1.3, depending on the

flow properties and geometries (Tominaga and Stathopoulos 2007). For urban environments with a

compact layout, a small Sct = 0.4 is found to show better agreement with wind tunnel experiment data

(Di Sabatino et al. 2007). Therefore, a value of 0.4 is adopted in the current study.

2.2.5.1 Validation with field measurements and comparison of simulated concentrations with
the two CFD software

Reproducing the flow field is important in this study. Meanwhile, the observation data on wind

velocity are not available. Therefore, we conducted a velocity validation for OpenFOAM v2012 using

data from a wind tunnel experiment (Blackman et al. 2015). The predicted mean velocity agreed well

with the experimental values. The details can be found in Appendix B.

Figure 2.4 compares the simulated concentrations with those obtained from the field measure-

ments. In the field measurements, the measured concentration was obtained from averaging over two

measurement points near the leeward and windward walls in the street canyon. In this section, the

simulated results and discussion are based on the spatially averaged values in the street canyon (27.5

22



≤ x ≤ 55, 0 ≤ z ≤ 8.5 m). The CFD–passive and CFD–chemistry denote the CFD simulation without

and with chemistry coupling, respectively. The OF and CS denote simulated concentrations based on

OpenFOAM and Code Saturne, respectively. The operator splitting order and time step for OF and

CS are the A-B-A splitting method with 0.5 s and the A-B splitting method with 0.25 s, as detailed in

Sect. 2.2.5.4. The simulation time ratio of CFD–chemistry and CFD–passive is about 3 times in both

OpenFOAM and Code Saturne in this study.

Fig. 2.4 Measured and simulated NO2 and PM10 concentrations. The values are spatially averaged in
the street canyon (27.5 ≤ x ≤ 55, 0 ≤ z ≤ 8.5 m). CFD–passive and CFD-chemistry denote the CFD
simulation without and with chemistry coupling, respectively. OF and CS denote the simulated con-
centrations based on OpenFOAM and Code Saturne, respectively. All concentrations are represented
in local time (GMT+2).

For NO2, the peak concentration in the field measurement occurred approximately at 07:00 LT

owing to the morning traffic. In the CFD–passive simulations, the lack of chemical reactions lead to

an underestimation of NO2, while the concentrations simulated with CFD–chemistry agree well with

the measurements. For PM10, the concentrations simulated with CFD–chemistry also show better

agreement with the measurements than CFD–passive. The primary reason is that CFD–chemistry can

reproduce the condensation of inorganic and organic matter from the gas phase to the particle phase,

which will be further explained in the following sections. The simulation results based on OF and CS

show small differences, and detailed comparisons are presented in Fig. 2.6.

Validation metrics (Chang and Hanna 2004) are used to quantify the overall accuracy of the CFD

simulated concentrations based on OF compared with the measured values (Castelli et al. 2018, Fer-

rero et al. 2019). The following metrics are used: fractional bias (FB), geometric mean bias (MG),

and normalized mean square error (NMSE). These metrics are defined as follows:

FB =
Obs− CFD

0.5(Obs+ CFD)
(2.4)

MG = exp(lnObs− lnCFD) (2.5)

NMSE =
(Obsi − CFDi)2

Obs× CFD
(2.6)
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where Obsi and CFDi are the measured and CFD-simulated concentrations for the compound/species

i, respectively. The overbar represents the mean value of the entire dataset. The ideal values are 1 for

MG and 0 for FB and NMSE. Previous research has suggested that | FB| < 0.3, 0.7 < MG < 1.3 and

NMSE < 4 are acceptable for simulated concentrations (Hanna et al. 2004).

Table 2.1 Statistical indicators for NO2 and PM10 in the street canyon from 05:00 LT to 17:00 LT.
The concentrations are simulated with OpenFOAM.

Concentration (µg m−3) Validation metrics
NO2 Mean Percentile 90% FB MG NMSE

Measurement 66.6 91.8 - - -
CFD-chemistry 67.3 97.3 -0.01 1.00 1E-4

CFD-passive 45.9 73.7 0.36 1.50 0.14
PM10 Mean Percentile 90% FB MG NMSE

Measurement 26.4 32.5 - - -
CFD-chemistry 22.3 33.1 0.17 1.23 0.03

CFD-passive 18.8 28.9 0.34 1.45 0.13

Table 2.1 shows the statistical indicators for spatially averaged concentrations of NO2 and PM10

in the street canyon from 05:00 LT to 17:00 LT. For NO2 and PM10, the mean and 90% percentile

concentrations simulated with CFD–chemistry are closer to the measurements than those simulated

with CFD-passive. In addition, the FB, MG, and NMSE values of CFD–chemistry are closer to the

ideal values than those of CFD–passive.

Fig. 2.5 Measured and simulated black carbon concentrations with OpenFOAM. The canyon-
averaged and maximum concentrations in the street canyon are represented by the plain line and
the dashed line, respectively (27.5 ≤ x ≤ 55, 0 ≤ z ≤ 8.5 m).

The black carbon (BC) concentration simulated with OF is compared with the measurements in

Fig. 2.5. Because BC is considered an inert matter, considering chemistry does not influence the mass

concentration. Therefore, the concentrations simulated with CFD–passive and CFD–chemistry show

little difference; only the concentration simulated with CFD–chemistry is shown here. The BC con-

centrations are under-estimated by a factor of approximately 5. Even the maximum concentrations in

the street canyon largely underestimate the measurements. One of the causes of this underestimation
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may be the underestimation of the non-exhaust tire emission factors in the COPERT emission factors

used here (Lugon et al. 2021a).

Fig. 2.6 Simulated particle concentrations with OpenFOAM (OF) and Code Saturne (CS).
CFD–passive and CFD–chemistry denote the CFD simulation without and with chemistry coupling,
respectively.

The particle concentrations simulated with OF and CS are compared in Fig. 2.6. The evolutions

of the concentrations simulated by OF and CS are similar. Higher PM10 concentrations are simulated

by CS around 08:00 LT during the traffic peak and in the afternoon, mostly because of the higher

concentrations of emitted inert compounds such as black carbon and dust. Differences in the tur-

bulence scheme may explain these variations. Meanwhile, the difference between CFD–passive and

CFD–chemistry for the inorganic and organic matter is in accordance with OF and CS, showing the

robustness of the coupling method between CFD and SSH-aerosol by API. For simplicity, only the

simulated concentration based on OF is presented and discussed in the following sections.

2.2.5.2 Transient-condition method and constant-condition method

To validate the simulation accuracy of CCM in simulations that consider both gas chemistry

and particle dynamics, simulations are conducted using boundary conditions and emission rates at

five time points (07:00 LT, 10:00 LT, 13:00 LT, 15:00LT, and 17:00LT). Other simulation conditions,

including the grid, coupling method, and time step, are the same as the transient-condition simulation.

In Fig. 2.7, for PM10 and NO2, the concentrations simulated with CCM (red triangles) are similar

to those simulated with TCM. In addition, depending on the background concentration and emission

conditions, the simulation time required for CCM to reach dynamic equilibrium is less than 1000 time
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Fig. 2.7 Simulated PM10 and NO2 concentrations with the transient-condition and constant-condition
methods. The concentrations are spatially averaged in the street canyon.
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steps (approximately 500 s). Therefore, CCM can be utilized for parameter studies. The sensitivity

analysis of the grid, coupling method, and time step in Sect. 2.2.5.3 and 2.2.5.4 is based on CCM.

However, CCM should be used with caution when the inflow wind speed and direction vary rapidly.

The simulated concentrations in Sect. 2.2.6 are based on TCM.

2.2.5.3 Grid sensitivity

A grid sensitivity analysis is conducted based on three different resolutions as shown in Fig. 2.8.

The grid resolutions in the street canyon for coarse, basic, and fine grids are 1m, 0.5m, and 0.25m

in both x and z directions, respectively. The largest grid sizes are 4m (x) × 2m (z) for the coarse

and basic grids, and 2 m (x) × 2 m (z) for the fine grid. The simulations are based on the constant-

condition method (CTM). The A-B-A splitting method, which is introduced in Sect. 2.2.5.4, is used

with a time step of 0.5 s. Figure 2.9 shows the comparative results for the mass concentration. No

significant discrepancy is observed between the different grids for NO2, inert matter, and organic

matter. Meanwhile, the simulated inorganic matter based on coarse grids shows slightly smaller

concentrations than the other grid resolutions, while the concentrations based on basic and fine grids

are close. Therefore, the basic grid is adopted for simulations in this study.

Fig. 2.8 Different grid resolutions for sensitivity analysis: (a) coarse, (b) basic, (c) fine. The grid
resolutions in the street canyon are 1 m, 0.5 m, and 0.25 m in both x and z directions, respectively.
The largest grid sizes are 4 m (x) × 2 m (z) in the coarse and basic grids, and 2 m (x) × 2m (z) in the
fine grid.

2.2.5.4 Coupling method and time step sensitivity

The transport equation for the chemical species includes terms of advection, diffusion, emission,

and chemical reactions. Ideally, the transport equation should be solved with all the above terms,

that is, by coupling all processes. However, the chemical process is integrated with a stiff integrator,

whereas advection, diffusion, and emission are integrated with a flux scheme. Therefore, operator

splitting (Sportisse 2000) is often employed to solve different terms individually and sequentially

over a given time step in chemical transport simulations (Fu and Liang 2016). In this study, advec-

tion, diffusion, and emission are simultaneously solved in CFD, and the chemical reactions including
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Fig. 2.9 Simulated NO2 and particle concentrations with different grid resolutions.

gas chemistry, particle dynamics, and size redistribution are solved in SSH-aerosol. Two operator-

splitting orders are considered for coupling: A–B splitting and A–B–A splitting (Sportisse 2000).

For A-B splitting, which can be summarized as CFD(∆t)–Chemistry(∆t), the mass concentrations

are first integrated for transport over a time step ∆t. The updated concentrations are then integrated

for chemistry at the same ∆t. On the other side, A–B–A splitting adopts a symmetric sequence of

operators, which can be summarized as CFD(∆t/2)–Chemistry(∆t)–CFD(∆t/2). The mass concen-

trations are first integrated for transport over a half time step, then for chemistry over the full time

step, and finally for transport again over a half time step.

Table 2.2 Relative change in the computation time with different operator-splitting order and time
steps. The computation time is normalized by ABA-05.

Case Operator splitting order ∆t (s) Change in the
computation time

AB-05 A-B splitting 0.5 0.90
AB-025 CFD(∆t)-Chemistry(∆t/) 0.25 1.56
ABA-1 A–B–A splitting CFD(∆t/2)- 1 0.57

ABA-05 Chemistry(∆t/)- CFD(∆t/2) 0.5 1
ABA-025 0.25 2.44

A sensitivity analysis is conducted on the operator-splitting method and splitting time step. As

shown in Table 2.2, the time step is considered 0.5 and 0.25 s for the A–B splitting (named AB-05 and

AB-025), and 1, 0.5, and 0.25 s for the A–B–A splitting (named ABA-1, ABA-05, and ABA-025).

The simulated NO2 and particle concentrations are presented in Fig. 2.10. The ABA-1 and AB-05
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Fig. 2.10 Simulated NO and particle concentrations with different coupling methods and time steps.
ABA denotes the A–B–A splitting method: CFD(1t/2)–Chemistry(1t)–CFD(1t/2). AB denotes the
A–B splitting method: CFD(1t )–Chemistry(1t ). In the legend, the values that follow the capital
letter ABA or AB denote the time step 1t (in s) used in the simulation.
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concentrations hardly differ from the figures. Meanwhile, the computational time of ABA-1 is only

63% of that of AB-05. Similarly, the concentrations simulated with ABA-05 and AB-025 are almost

the same, and the computational time of ABA-05 is only 64% of AB-025. Therefore, the A–B–A

splitting method can be considered as a cost-effective method.

The concentrations simulated with the A–B–A splitting method and different time steps show

that a small time step results in low inorganic and organic matter concentrations. The concentrations

simulated with ABA-1 are larger than those of ABA-05, and larger than ABA-025. However, the

differences between the concentrations simulated with ABA-05 and ABA-025 are lower than the

differences between ABA-1 and ABA-05. For NO2 and inert particles, no obvious difference is found

between the simulations with different splitting methods and splitting time steps. Therefore, the

A–B–A splitting method with a time step of 0.5 s is adopted in this study.

2.2.6 Results and discussion

2.2.6.1 Time-averaged flow field and concentration field

This section shows the results for time-averaged values from 05:00 LT to 17:00 LT. Figure 2.11

shows the 12 h time-averaged streamwise velocity and wind direction in the street canyon. At the

current aspect ratio (H / W = 0.31), a large vortex is observed in the canyon with a small secondary

vortex at the corner of the leeward wall. A reverse flow is ob- served in the lower half of the canyon.

Fig. 2.11 Time-averaged flow field in the street canyon from 05:00 LT to 17:00 LT.

Figure 2.12 shows the time-averaged concentrations of the gaseous pollutants from 05:00 LT to

17:00 LT. For gaseous pollutants emitted by traffic, such as NO2 , NO, and NH3 , larger concentrations

are found in the street, particularly near the leeward wall, compared to the windward wall due to the

reverse flow. Simultaneously, gas-phase chemistry and condensation/evaporation between the gas and

particle phases also influence the concentration distribution. NO2 mainly increases due to chemical

production from NO emissions and background O3. Compared to the background NO2 concentration

of 26 µg m−3, the longest retention time at the leeward side corner leads to the street canyon’s largest
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Fig. 2.12 Time-averaged concentrations (µg m−3) of gaseous pol- lutants in the street canyon from
05:00 LT to 17:00 LT.
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concentration (121 µg m−3). At pedestrian height (z=1.5 m), NO2 concentration is 116 µg m−3 at the

leeward wall and 49 µg m−3 at the windward wall.

However, NO and NH3 generally decrease because of loss by gaseous chemistry and the condensa-

tion of ammonium nitrate, respectively; therefore, the largest concentrations are at the leeward corner

of the traffic emission source. For secondary gaseous pollutants without traffic emissions such as O3

and HNO3, gaseous chemistry and condensation lead to lower concentrations in the street canyon than

background concentrations. For O3, this is due to the titration of O3 by NO, whose concentration is

large near the leeward wall. For HNO3 , this is because of the high concentrations of NH3 , which

then condenses with HNO3 to form ammonium nitrate. In addition, the lowest concentration of O3

and HNO3 can be found at the leeward corner which corresponds to the secondary vortex in Fig. 2.11,

indicating that the pollutant residence time is the highest in that corner leading to enhanced ozone

titration.

Fig. 2.13 Time-averaged concentrations of particle number, mass, and composition in the street
canyon from 05:00LT to 17:00LT. The unit is µg m−3 for mass concentration and m−3 for num-
ber concentration.

Figure 2.13 shows the time-averaged PM10 mass concentration and the number concentrations

and PM composition (inorganic, organic and inert matter) from 05:00 LT to 17:00 LT. For inert and

organic matter, the highest concentrations are near the leeward corner of the traffic emission source.

Because inorganic matter is not emitted, the concentration distribution differs from inert and organic
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matter. However, as they are produced from gas condensation and strongly influenced by traffic

emissions, the highest concentrations are observed in the leeward corner.

At pedestrian height (z = 1.5 m), the PM10 mass concentration is approximately 28 µg m−3 at the

leeward wall and 19 µg m−3 at the windward wall, which is larger than the background concentration

of 15 µg m−3. The number concentration is computed from the mass concentration and therefore has

a similar spatial distribution as PM10 mass concentration (nucleation from gas was not taken into ac-

count). Traffic emission significantly increases the number concentration. The number concentration

is about 2.3 × 1010 m−3 in the background, whereas the largest number concentration in the street

canyon is about 3.8 × 1010 m−3.

2.2.6.2 Time-variant characteristics

Figure 2.14 shows the simulated time-varying concentrations of ammonium nitrate formed by the

condensation of HNO3 and NH3. Based on the traffic fleet in the current study, NH3 emission is ap-

proximately 1%–2% of NO emissions. Ammonium nitrate and HNO3 are not emitted and differences

between simulations with or without chemistry coupling are due to gas chemical reactions and phase

change between the gas and particle. Phase change may be driven by NH3 emissions as well as the

non-thermodynamic equilibrium of the background concentrations.

Fig. 2.14 Simulated time-varying concentrations of ammonium nitrate and precursor gas (HNO3 and
NH3).

In CFD–passive, NH3 concentration peaks around 07:00 LT as NOx because it is emitted by traf-

fic. The peak in HNO3 concentration is later in the morning, around 11:00 LT. HNO3 is formed from
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the oxidation of NO2, which is emitted by traffic and is rapidly formed from NO traffic emissions. The

formation of HNO3 is slower than the formation of NO2; it probably occurs at the regional scale, lead-

ing to a delay in the peak of HNO3 concentration compared to NO2 concentration. In CFD–chemistry,

the temporal variations of HNO3 concentration show large differences with CFD–passive because

HNO3 condenses with NH3 to form ammonium nitrate during the daytime. As a result, the HNO3

concentration peak in CFD–chemistry is later than that in CFD–passive (it is shifted from 11:00 LT

to around 14:00 LT). The NH3 concentration in CFD–passive peaks at 07:00 LT because of traffic

emission and is stable from 07:00 LT to 13:00 LT and then decreases from 13:00 LT. Meanwhile, the

condensation in CFD–chemistry leads to lower concentration than in CFD–passive during the daytime

(between 07:00 LT and 13:00 LT).

For 12 h time-averaged concentrations, ammonium nitrate increases by 46% in CFD–chemistry

compared with that in CFD–passive. Background ammonium nitrate concentration (CFD–passive)

peaks around the morning rush (07:00–08:00 LT) and then decreases. Meanwhile, in CFD–chemistry,

ammonium nitrate concentration peaks later around 10:00LT because of the large increase in HNO3

between the traffic rush and 10:00LT. However, although HNO3 concentration does not vary much

between 11:00 LT and 15:00 LT, the ammonium nitrate concentration decreases from 10:00 LT to

a very small level (lower than 1 µg m−3) after 14:00 LT. This decrease is probably linked to the

temperature increase during the daytime (Fig. 2.2b) and the relative humidity decrease, leading to a

decrease in the condensation rate (Stelson and Seinfeld, 1982).

Figure 2.15 shows the simulated time-varying concentrations of organic matter. Organic matter is

divided into two main categories depending on the origin of the precursors: Bio and Ant refer to the

organic matter of biogenic and anthropogenic precursors, respectively.

Fig. 2.15 Simulated time-varying concentration of organic matter. Bio refers to organic matter formed
from biogenic precursors. Ant refers to organic matter formed from anthropogenic precursors.

In CFD–chemistry, Bio concentration is larger than that in CFD–passive. As biogenic precursors

are not emitted in the street, the condensation of Bio is due to background precursor gases. As

discussed previously, the concentration of ammonium nitrate is higher in CFD–chemistry than in

CFD–passive, providing a larger aqueous mass onto which hydrophilic compounds of the biogenic
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precursor gases condense. As the condensation of ammonium nitrate decreases in the afternoon as

shown in Fig. 2.15, the condensation of Bio also decreases.

Ant is largely influenced by traffic emissions in the street, particularly by emissions of semi-

volatile compounds (Sartelet et al., 2018) which soon condense after emissions. Therefore, there is a

peak around 07:00 LT owing to the morning rush. In the model, anthropogenic emissions are mostly

hydrophobic, therefore the condensation is not enhanced by the increase in inorganic concentrations.

Consequently, the difference between CFD–chemistry and CFD-passive is larger in the morning ow-

ing to the large increase in traffic emissions, but small differences are observed in the afternoon.

Fig. 2.16 Time-averaged concentration of PM10, PM1 and the chemical compounds of PM10 from
05:00 to 17:00.

Figure 2.16 shows the time-averaged concentrations of PM10 , PM1 , and the chemical compounds

of PM10 from 05:00 LT to 17:00 LT. The time-averaged PM10 and PM1 concentrations increase by

approximately 3.8 µg m−3 in CFD–chemistry compared to CFD–passive, indicating that chemistry

mainly influences small particles. Inert matter slightly decreases in CFD–chemistry owing to dry

deposition. Condensation increases by 48%, 38%, and 53% of nitrate, ammonium, and organic matter

concentrations, respectively, in CFD–chemistry compared to CFD–passive.

2.2.6.3 Size distribution of particulate matter

Figure 17 shows the time-averaged size distribution of PM10 for the different chemical com-

pounds of particles from 05:00 LT to 17:00 LT. The bound diameters are 0.01, 0.04, 0.16, 0.4, 1.0,

2.5, and 10 µm, and the mean diameters are 0.02, 0.08, 0.25, 0.63, 1.58, and 5.01 µm.

For the total concentration of PM10 (Fig. 2.17a), the lowest and the largest concentrations are in the

first size section (0.01–0.04 µm) and the second size section (0.04– 0.16 µm) respectively, for both the

CFD–passive and the CFD–chemistry simulations. Generally, the loss and gain of mass concentration

in each size section are related to emission, dry deposition, coagulation (small particles coagulate into

large particles), and condensation/evaporation (phase exchange between gas and particles).

Figure 2.17b shows the mass concentration ratio between CFD–passive and CFD-chemistry for
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Fig. 2.17 Time-averaged size distribution of PM10 for different chemical species from 05:00 LT to
17:00 LT.
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each size section. For particles in the size range of 0.04–0.16 µm, the concentrations are smaller

in CFD-chemistry than in CFD–passive, because dry deposition and coagulation both decrease mass

concentration for those particles. Furthermore, semi-volatile gases may evaporate from small parti-

cles because of the Kelvin effect and condense onto larger particles. For particles in the size range

of 0.16–1.0 µm, the concentrations are much larger in CFD–chemistry than CFD–passive, indicating

that coagulation and condensation on the mass-concentration increase are dominant to other pro-

cesses, such as deposition. For particles larger than 1 µm, the concentrations of CFD–passive and

CFD–chemistry are similar because particle dynamics have a low influence on large particles.

The size distribution of dust (Fig. 2.17c) shows that most dust mass concentrations are in particles

larger than 1 µm. Meanwhile, most of the mass concentration of BC, inorganic, and organic matter

(Fig. 2.17d–f) is in particles smaller than 1 µm. Coagulation is the main process influencing the

size distribution for inert matter (dust and BC). Compared to CFD–passive, the mass concentration

of dust and BC in the second size section decrease by 0.48 and 0.43 µg m−3 in CFD–chemistry.

Correspondingly, the mass concentrations of dust and BC in the third size section increase by 0.41

and 0.35 µg m−3.

For inorganic matter, in the second size section, the concentrations are similar in CFD-passive

and CFD–chemistry: particle dynamics decrease sulfate concentration by 0.32 µg m−3 and increase

nitrate concentration by 0.17 µg m−3. However, because of the results of the combination effect of

coagulation and ammonium nitrate condensation, the concentrations largely increase in the third size

section in CFD–chemistry: sulfate, ammonium ,and nitrate increase by 0.27, 0.6 and 1.24 µg m−3,

respectively.

For organic matter, because of the condensation of hydrophilic compounds from background bio-

genic gases and anthropogenic emissions, CFD–chemistry leads to a small increase in concentrations

(0.53 µg m−3) in the second size section and a large increase in the third section (1.21 µg m−3)

compared to CFD–passive. In detail, Bio concentrations increase by 0.89 µg m−3 and Ant concen-

trations decrease by 0.36 µg m−3 in the second size section. In the third size section, Bio and Ant

concentrations increase by 0.67, 0.54 µg m−3.

2.2.6.4 Influence of ammonia traffic emissions

Suarez-Bertoa et al. (2017) conducted on-road measurements of NH3 emissions from two Euro

6b compliant light-duty cars (one gasoline and one diesel) under real-world driving conditions, and

they found that NH3 emissions accounted for 11.9% and 0.92% of NOx emissions for gasoline and

diesel vehicles. As explained in Sect. 2.2.6.2, NH3 emissions are approximately 1%–2% of NOx

emissions in the reference case. Two cases are considered to simulate the impact of an increase in the

fraction of gasoline cars, and sensitivity simulations are performed with NH3 emissions considered

as 10% and 20% of the NOx emissions.

Figure 2.18 shows the sensitivity of ammonium nitrate concentration to NH3 emissions. A larger

NH3 emission delays the peak of ammonium nitrate by approximately 1 h. For a 12 h average,
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Fig. 2.18 Sensitivity of ammonium nitrate concentration to NH3 emission.

considering NH3 emissions of 10% and 20% of NOx emissions leads to a large increase in ammonium

nitrate (35% and 55%) compared to the reference case because of the formation of ammonium nitrate

by the condensation of HNO3 and NH3.

2.2.7 Conclusions

Particles in urban environment impose adverse impacts on pedestrians’ health. Conventional CFD

methods regarding particles as passive scalars cannot reproduce the formation of secondary aerosols

and may lead to uncertain simulations. Therefore, to increase the simulation accuracy of particle dis-

persion, we coupled the CFD software OpenFOAM (OF) and Code Saturne (CS) with SSH-aerosol, a

modular box model to simulate the evolution of primary and secondary aerosols. The main processes

involved in the aerosol dynamics (coagulation, condensation/evaporation, and dry deposition) were

considered.

We simulated a 12h transient dispersion of pollutants from traffic emissions in a street canyon us-

ing the unsteady RANS model. The simulation domain was generated to model a street canyon where

field measurements are available. The flow field was based on the WRF model. The background

concentrations of gas and particles were obtained from regional-scale simulations with a chemistry

transport model. The particle diameter range (0.01 to 10 µm) was divided into six size sections. The

following conclusions were drawn from the results of this study.

1. The simulated spatially averaged values in the street canyon were validated from field mea-
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surement using validation metrics. For both OF and CS, the simulated NO2 and PM10 concentrations

based on the coupling model (CFD–chemistry) achieved better agreement with the measurement data

than the conventional CFD simulation which considered pollutants as passive scalars (CFD–passive).

The differences between the OF and CS results were not obvious and were mainly due to the differ-

ences in the turbulence scheme. The following conclusions were drawn based on the simulated OF

concentrations.

2. For the flow field, a large vortex was observed in the canyon with a small secondary vortex at

the corner of the leeward wall at the current aspect ratio (H/W = 0.31). In CFD–chemistry, because of

the reverse flow, the 12h (from 05:00LT to 17:00LT) time-averaged NO2 mass concentration, PM10

mass and number concentrations at pedestrian height were much higher near the leeward wall (116,

28, 3.2×1010 m−3 ) than the background (26, 15, 2.3×1010 m−3).

3. Secondary aerosol formation largely affected the mass concentration and size distribution of

particulate matter. For 12 h time-averaged concentrations, ammonium nitrate and organic matter

increased by 46% and 53% in CFD–chemistry compared to CFD–passive because of condensation

of HNO3 and NH3, background biogenic precursor gases and anthropogenic precursor gas emissions.

Coagulation largely influenced the size distribution of small particles by combining particles with

a diameter of 0.04–0.16 µm into 0.16–0.4 µm. At the same time, CFD–chemistry showed a much

larger concentration than CFD–passive for the particles in 0.16–1.0 µm, indicating that the effect of

condensation on increasing mass concentration was dominant compared to other chemical processes.

4. Urban areas are NH3-limited (HNO3 sufficient) areas, therefore, increasing NH3 leads to a large

increase in ammonium nitrate. Vehicles are considered to be the main source of NH3 in urban envi-

ronments. Increasing the fleet’s proportion of recent gasoline vehicles may increase NH3 emissions.

For a 12 h average, we considered NH3 emissions of 10% and 20% of NOx emissions led to a large

increase in ammonium nitrate (35% and 55%) compared to the reference case which considers NH3

emissions as 1%–2% of NOx emissions.

5. A grid sensitivity analysis showed that the particles’ concentrations of inorganic and organic

compounds were sensitive to grid resolution, whereas inert particle concentrations were not sensitive

to grid resolution. In addition, simulated values based on a grid size of 0.5 m in the street canyon

showed small differences with a grid size of 0.25 m, indicating that a spatial resolution of 0.5 m can

be enough for reactive particle dispersion at the street level.

6. Operator splitting is often employed to solve the transport term and chemical reactions over a

given time step in chemical transport simulations. Two integration orders were considered: A–B split-

ting method (CFD(∆t)–Chemistry(∆t )) and A–B–A splitting method (CFD(∆t/2)–Chemistry(∆t

)–CFD(∆t/2)). The results showed that the A–B–A splitting method had almost the same concentra-

tions as the A–B split- ting method with half the computational time. Further sensitivity analysis on

the time step showed that a time step of 0.5 s was enough when using the A–B–A splitting method.

7. Conducting a CFD simulation with constant boundary conditions and emission rates at a spe-

cific time point is considered a practical method to achieve time-averaged concentrations for evaluat-

ing street-level pollutant concentrations. The validation was conducted using conditions on five time
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points (07:00 LT, 10:00 LT, 13:00 LT, 15:00 LT, and 17:00 LT). The simulated concentration based

on the above method exhibited almost the same value as the simulation with transient conditions at

the same time points.

The limitation of this study should be addressed as several reasonable approximations and as-

sumptions were made in the simulation settings.

1. Concerning the simulation domain, since we focused on the coupling of gas chemical reactions

and particle dynamics to the CFD codes, we selected a 12 h period when wind direction was per-

pendicular to the street. In that case, a 2-D simplification of the simulation domain is reasonable, as

shown by Maison, Flageul, Carissimo, Wang, Tuzet and Sartelet (2022). In addition, the 2-D simplifi-

cation is frequently adopted for studying dispersion of reactive pollutants in a street canyon (Garmory

et al. 2009, Wu et al. 2021). However, in more general cases, the pollutant residence time for a 3-D

canyon could be shorter compared to the 2-D canyon adopted in this study, and the effects of chemical

reaction or aerosol processes could be weaker than this study reported. In addition, various wind di-

rections should be considered to better evaluate the performance of the coupled model. Further work

will focus on the application of the coupled model to a complex urban environment with changing

wind directions.

2. Concerning the physical model, the simulations were based on RANS closure, and the SSH-

aerosol processed the ensemble-averaged concentration, therefore the covariance of turbulent diffu-

sion and chemical reaction may not be fully reproduced. The simulation based on LES may provide

better prediction of second-order quantities. In addition, the radiation on the wall may lead to street-

level variations of temperature and could affect the flow field and chemical reaction rates. However,

this was not considered here, and the radiation effect on the local temperature was simplified as being

the same as in the inflow condition. The inflow temperature was obtained from the WRF model where

the radiation was considered, and the time variation of temperature was considered to be the same as

the background. Future work will be conducted on the influence of environmental factors and emis-

sion conditions, aiming to provide knowledge to devise suitable countermeasures to decrease particle

concentration in micro-scale urban environments.
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2.3 Appendix

2.3.1 Appendix A

The schemes for particle deposition velocity vd were added to the transport equations using

volume sink terms based on Zhang et al. (2001) and can be represented as follows:

vd,p =

vg + 1
Ra+Rs

, Wall surfaces

vg, Entire field
(2.7)

vg =
ρd2pgC

18η
(2.8)

Ra =
ln(zR/z0)− ψH

κu∗
(2.9)

Rs =
1

ε0u∗(EB + EIM + EIN)R1

(2.10)

The deposition velocity for the particles vd,p consists of both gravitational settling and surface

deposition near the wall surfaces. The gravitational settling velocity vg was considered for the entire

field, ρ is the particle density; dp is the particle diameter; g is the acceleration of gravity; C is Cun-

ningham correction factor for small particles; η is the viscosity coefficient of air. The aerodynamic

resistance Ra is calculated from the first-layer height zR , roughness length z0, Von Kármán constant

κ, friction velocity u∗, and stability function ψH . For the k-ε model, u∗ is estimated by (C0.5
µ k)0.5 and

Cµ = 0.09 is a constant of the model. The surface resistance Rs is calculated from u∗, the collection

efficiency from Brownian diffusion EB, the impaction EIM and the interception EIN . The correction

factor represents the fraction of particles that stick to the surface R1 and an empirical constant ε0 =

3. The dry deposition schemes for gas were added to the transport equations using volume sink terms

based on Wesely (1989) and Zhang et al. (2003b),which can be represented as follows:

vd,g =
1

Ra +Rb +Rc

(2.11)

Rb =
2

κu∗
(
Sc

Pr
)2/3 (2.12)

The deposition velocity for gas vd,g is calculated from the aerodynamic resistance Ra, the quasi-

laminar layer resistance Rb and the surface resistance for gas Rc; Sc = ν/D and Pr = 0.72 are the

Schmidt and Prandtl number; ν is the kinematic viscosity of air, and D is the molecular diffusivity of

different gases. Rc is calculated based on Zhang et al. (2003b).
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2.3.2 Appendix B

Correctly representing the flow field in the street canyon is important to accurately model the con-

centrations. Unfortunately, observation data on wind velocity in the street are not available. Therefore,

we conducted a velocity validation for OpenFOAM v2012 using data from a wind tunnel experiment

(Blackman et al. 2015).

Fig. 2.19 Simulation domain for velocity validation.

The 2-D simulation do- main is shown in Fig. 2.19. The aspect ratio in the experiment (H/W =

0.33) is close to this study (H/W = 0.31). The building height H is 0.06 m. The grid size is 1/20 H in x

and z directions in the simulation domain under 3H . The free-stream velocity Uref is 5.9 m s−1. The

steady-state flow field is simulated with the same turbulence model (RNG k–ε model) as in the paper,

and cyclic boundary conditions are used for the inlet and outlet. The slip boundary is considered for

the top, and non-slip boundary conditions with the same wall functions as in the paper are considered

for other walls. Figure 2.20 compares the simulated streamwise and vertical direction of mean wind

velocities with the experimental values at z/H = 0.83. The RNG k–ε model reproduces the velocities

well, although the velocities very close to the windward wall show differences with the experimental

values. The above validation shows that if suitable inlet conditions are given, the flow field is well

reproduced with the turbulence model adopted in this study.

Fig. 2.20 Streamwise and vertical direction of mean wind velocities at z/H = 0.83.
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CHAPTER 3

Impact of tree-related processes on the air quality in the street

3.1 Summary

Because of different tree-related processes involved, urban trees have complex impacts on the

air quality in streets. In this chapter, the influence of tree-related processes linked to the street ven-

tilation, atmospheric dry deposition, chemical processes and emissions of biogenic volatile organic

compounds is studied. Their respective and overall impact on gaseous species and condensables in an

urban street canyon is investigated.

The street and the tree crown used in the study are modeled using local-scale simulations per-

formed by the CFD tool Code Saturne. The tree aerodynamic effects are characterized using the Leaf

Area Index (LAI), Crown Volume Fraction (CVF) and tree height to street height ratio (h/H), as de-

tailed in Maison, Flageul, Carissimo, Tuzet, Wang and Sartelet (2022). The impact of the tree trunk

is not included in the modeling, only the tree crown part is considered. In Maison, Flageul, Caris-

simo, Tuzet, Wang and Sartelet (2022), although other tree-related processes such as deposition and

chemical reactions are not taken into account, the aerodynamic impact of tree crowns has been param-

eterized for different tree characteristics and different types of street canyons. This parameterization

can be used in simplified street-network models, such as MUNICH.

In this study, the simulations are conducted in the street Boulevard Alsace-Lorraine with the setup

detailed in the previous chapter. The width and the height of this street canyon correspond to a wide

canyon type. As detailed in Maison, Flageul, Carissimo, Tuzet, Wang and Sartelet (2022), the aero-

dynamic impact of tree crowns on the horizontal airflow velocity and on the pollutant concentrations

is very significant.

Besides of the aerodynamic impact of tree crowns, atmospheric gaseous chemistry, VOC emis-

sions and deposition are also taken into account. Overall, the impact of tree-related chemistry depends

on the timescale of pollutant transformation, compared with the time scale of pollutant transport at

the street scale. In this context, the characteristic time of pollutant reaction and of pollutant disper-

sion are calculated and compared in this chapter. Except in the case of low winds, the dispersion

of the pollutants in the street is faster than reactions, which results in limited formation of condens-

ables in the presence of trees. Lower wind speed in the street leads to a longer characteristic time

of dispersion, and therefore leads to a more significant production of condensables. The formation
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of extremely-low volatile organic compounds from autoxidation is significant even when the wind is

high. Although its influence on the formation of organic aerosols may be low, it may significantly

influence the formation of ultrafine particles.

Apart from the aerodynamic impact and the tree-related chemistry, in this chapter, the atmospheric

dry deposition on tree surfaces and on urban surfaces is also studied. Dry deposition is found impor-

tant only for compounds of high solubility, such as HNO3, or low volatility.

Based on the above-mentioned tree-related processes, the overall impact of trees is investigated for

different types of pollutants, such as traffic-emitted pollutants, oxidants and condensables. Although

the simulations are only conducted for gaseous species, the potential influence on the formation of

particles is also discussed through the concentration of condensables, providing a more comprehen-

sive understanding of the impact of trees on the air quality in street canyons.

This article has been published in the scientific journal Environmental Pollution, with the doi

10.1016/j.envpol.2023.121210.

3.2 Article

3.2.1 Abstract

Trees grown in streets impact air quality by influencing ventilation (aerodynamic effects), pol-

lutant deposition (dry deposition on vegetation surfaces), and atmospheric chemistry (emissions of

biogenic volatile organic compounds, BVOCs). To qualitatively evaluate the impact of trees on pollu-

tant concentrations and assist decision-making for the greening of cities, 2-D simulations on a street in

greater Paris were performed using a computational fluid dynamics tool coupled to a gaseous chem-

istry module. Globally, the presence of trees has a negative effect on the traffic-emitted pollutant

concentrations, such as NO2 and organic condensables, particularly on the leeward side of a street.

When not under low wind conditions, the impact of BVOC emissions on the formation of most con-

densables within the street was low owing to the short characteristic time of dispersion compared

with the atmospheric chemistry. However, autoxidation of BVOC quickly forms some extremely-low

volatile organic compounds, potentially leading to the formation of ultra-fine particles. Planting trees

in streets with traffic is only effective in mitigating the concentration of some oxidants such as ozone

(O3), which has low levels in cities regardless of this, and hydroxyl radical (OH), which may slightly

lower the rate of oxidation reactions and the formation of secondary species in the street.

3.2.2 Introduction

Urban air pollution is an important global issue and has been reported as being responsible for

almost nine million premature deaths in 2015 (Forouzanfar et al. 2016, Landrigan et al. 2018). Obser-

vations of high concentrations of nitrogen dioxide (NO2) and particulate matter (PM) of aerodynamic

diameters lower than 2.5 µm and 10 µm (PM2.5 and PM10) in urban streets have been attributed to
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traffic emissions and reduced atmospheric ventilation (Gottlicher et al. 2010, Thorpe and Harrison

2008, Markku 2015). As these pollutants have adverse health effects (Speizer et al. 1980, Weinmayr

et al. 2010, WHO 2021) and human exposure to outdoor pollution is high due to the pollutants’ high

concentrations (Lugon et al. 2022), improving street-level air quality is beneficial for human health

(Finkelstein and Jerrett 2007, Chen et al. 2017, Yuchi et al. 2020).

Planting vegetation along streets is considered an effective method to mitigate air pollution. How-

ever, the impact of trees on the air quality within urban street canyons is subject to complex processes.

The presence of trees affects street ventilation and changes pollutant dispersion (Gromke and Ruck

2007, Buccolieri et al. 2009, Abhijith et al. 2017), leading to high concentrations of pollutants emitted

by traffic, such as NO2 and PM (Vos et al. 2013). However, trees can absorb pollutants and retain them

via deposition (Nowak et al. 2006, Currie and Bass 2008, Escobedo et al. 2011). The deposition ve-

locity varies with the vegetation type and the different pollutants (Buccolieri et al. 2009), depending

on both the reactivity and the Henry’s Law constant of the pollutant (Wesely 1989). Several mod-

els have been developed to evaluate the deposition effects from simple constant deposition velocity

models (Nowak et al. 2006, 2013, Pugh et al. 2012, Baraldi et al. 2019) to more complex models

that estimate the deposition velocities as the inverse of the sum of resistances (Baldocchi et al. 1987,

Hirabayashi et al. 2012, Cabaraban et al. 2013, Selmi et al. 2016). In addition, the presence of trees in

streets can affect atmospheric chemistry. Trees emit biogenic volatile organic compounds (BVOCs),

which may lead to the formation of O3 in cities (Calfapietra et al. 2013, Churkina et al. 2015, 2017),

because the chemical regimes of cities are usually VOC-limited (Sartelet et al. 2012, Seigneur 2019),

however, this may be minimal at the street scale where O3 concentrations are generally quite low

(Kwak and Baik 2014). Furthermore, BVOC emissions may lead to the formation of PM (Churkina

et al. 2017). BVOCs may be oxidized by O3 and radicals such as hydroxyl (OH) to form organic

condensables (Seigneur, 2019). Condensable species are gaseous compounds that may condense onto

particles depending on the environment. Organic condensables also have an anthropogenic origin and

may be emitted directly by traffic (Sartelet et al. 2018).

To study the combined effects of these tree-related processes, various numerical modeling tech-

niques have been developed, ranging from simple street models (Maison, Flageul, Carissimo, Tuzet,

Wang and Sartelet 2022, Lugon et al. 2020b) to more complex Computational Fluid Dynamics (CFD)

models. CFD models are powerful tools for estimating pollutant concentrations and fluxes at small

scales (with feasible grid refinement less than 1 m). Pollutants are treated as passive scalars in most

CFD models due to the high impact of atmospheric and morphological conditions, and chemical re-

actions are not considered (Zhang et al. 2020). This may lead to an underestimation of pollutant con-

centrations, particularly for NO2 and organic condensables (Lugon et al. 2020b). Therefore, chemical

models are coupled with CFD models to represent the transport of pollutants and their interactions

(Baker et al. 2004, Grawe et al. 2007, Baik et al. 2007, Kikumoto and Ooka 2012, Liu and Leung

2008, Garmory et al. 2009, Kwak and Baik 2012, Kwak et al. 2013, Zhong et al. 2014). Most chemi-

cal models have been designed originally for O3 formation and so often ignore condensable formation

(Kim et al. 2011).
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In this study, a modified version of the chemical mechanism CB05 (Yarwood et al. 2005) that con-

siders the formation of condensables (Chrit et al. 2017, Sartelet et al. 2020) was coupled to a RANS

(k-ε) turbulence model to investigate air quality in a street canyon, focusing on the two-dimensional

flow in the vertical cross-section (Vardoulakis et al. 2003). As the physico-chemical processes linked

to the presence of trees in street canyons have antagonistic impacts on air quality (circulation, depo-

sition, and chemistry), the objective of this study is to evaluate their relative and overall impacts to

provide guidance to aid decision-making with respect to the greening of cities. The model is presented

in the second section. Sensitivity tests are undertaken and the results are presented in the third section

to qualitatively evaluate the impacts of the different tree-related processes. The influence of these

processes on atmospheric compounds, such as NO2, CO, and inorganic and organic condensables, is

discussed to provide a qualitative estimation of the local-scale impact of trees on the mitigation of air

pollutants in street canyons.

3.2.3 Methodology

CFD simulations were performed with Code Saturne (Archambeau et al. 2004, Milliez and Caris-

simo 2007) using the RANS approach with a k-ε linear production for turbulence (Guimet and Lau-

rence 2002). The gas-phase mechanism, coupled with the CFD model, is a modified version of CB05

(Yarwood et al. 2005) which considers condensables (Sartelet et al. 2020).

3.2.3.1 Domain of study

The street canyon ”Boulevard Alsace-Lorraine” (in east Paris), as discussed in Kim et al. (2018a),

was modelled by a two-dimensional regular grid with a resolution of 0.5 m. The geometry of the

model corresponded to the average aspect ratio of the street. Figure 3.1 shows the domain used in

the simulation. The canyon height (H) was 8.5 m, and the width (W ) 27.5 m, corresponding to a

moderate aspect ratio of 0.31 (Sini et al. 1996, Lugon et al. 2020b). Trees were located on both

sides of the street and were placed every 10 m along the street’s length. The center of the crown was

placed at a height of 6 m and extended along the street length, with crown radius of 3 m. The tree

canopy structure was described by the leaf area index (LAI), which is a commonly-used indicator of

the number of leaves for different types of vegetation. As the model was 2-D, the crown of trees was

modelled as a cylinder and the LAI 3-D of the vegetation converted to LAI 2-D (Maison, Flageul,

Carissimo, Tuzet, Wang and Sartelet 2022). The roadway, determined as the traffic zone, was placed

between the trees, as shown by the striped zone in Figure 3.1. The height of the vehicle zone, where

the traffic produced turbulence mixes and diluted traffic emissions, was assumed to be 1.5 m according

to Solazzo et al. (2008) and Niroomand et al. (2021). The inlet was set at the lower x boundary (left,

Figure 3.1) and at the top of the domain. The outlet was set at the upper x boundary of the domain

(right, Figure 3.1).
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Fig. 3.1 Simulation domain. Tree crowns are cylindrical, as shown in green. Between the trees, the
traffic zone is modelled as a surface source, as shown by the red stripe lines.

3.2.3.2 Air flow around trees

In areas covered by trees, the turbulent flow was computed using a porosity model (Zaidi et al.

2013). The canopy of trees exerted an aerodynamic drag force on the flow, which reduced the speed

and changed the turbulence structure. It was modeled by a source term in the momentum and turbu-

lence equations, which are detailed in section 1.1 in the supplementary materials.

3.2.3.3 Emissions from traffic and vegetation

CO, NH3, NOx and VOC emissions from traffic exhaust (Kim et al. 2022) and monoterpene and

isoprene emissions from trees were considered in the model. Hourly-varying traffic emissions were

those reported by Kim et al. (2022) and relied on emission factors from the COPERT methodology

(COmputer Program to calculate Emissions from Road Transport, version 2019, EMEP/EEA, 2019).

The characteristics of the Japanese pagoda tree (Styphnolobium japonicum), a common species in

Paris known widely as ”Sophora Japonica” were used, with a 2-D LAI of 4 m2.m−2. Isoprene (ISOP)

and monoterpenes (α-pinene API, β-pinene BPI and limonene LIM) account for the largest fraction

(Guenther et al. 1995) of VOCs emitted by trees and therefore were the only emissions considered.

The emissions were modelled using standard parameterizations, as detailed in section 1.3 in the sup-

plementary materials.

3.2.3.4 Dry deposition

Gaseous pollutants can be deposited on urban surfaces such as streets, building walls and veg-

etation. Deposition on urban surfaces is achieved by imposing a mass flux on the boundary faces,

while deposition on vegetation surfaces is achieved by using a sink term in the transport equation, as

detailed in section 1.2 in the supplementary materials.
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The formulations used to represent dry deposition on urban surfaces were based on Chérin et al.

(2015), Hicks et al. (1987) and Wesely (1989). Deposition on trunks was ignored because gaseous

pollutants are mainly affected by leaves in the tree canopy. The deposition velocity on trees was

estimated using surface resistance and the quasi-laminar layer resistance (Wesely 1989, Erisman et al.

1994).

3.2.3.5 Boundary conditions

As the simulation domain is small and low in height, the atmosphere was assumed to be neutral.

The wind from the inlet was assumed to be unidirectional and perpendicular to the direction of the

street, as shown in Figure 3.1. The wind profile at the inlet above the street canyon was assumed to

follow the semi-empirical logarithmic function:

ux =
u∗
κ

× log

(
z −H + z0

z0

)
, (3.1)

where u∗ is the friction velocity, κ is the Von Karman constant (0.42), H is the building height

(8.5 m), and z0 is the surface roughness of the building roof. The turbulent kinetic energy k and

dissipation rate ε at the inlet are calculated as follows:

k =
u2∗√
Cµ

and ε =
u3∗

κ(z −H + z0)
with Cµ = 0.09. (3.2)

The time-varying inflow was driven by the meteorological parameters. Hourly-varying meteoro-

logical conditions (friction velocity (m s−1), temperature (K), and specific humidity (g kg−1)) and

the background concentrations of the gas-phase compounds above the street were obtained from the

regional-scale simulations of Sartelet et al. (2018). At each time step, a linear interpolation provided

inlet profiles.

3.2.3.6 Model parameters

Surface roughness (z0) was detailed for different urban surfaces, set at 1 m on roof surfaces

(Wiernga 1993), and 0.1 m on walls and road surfaces in the canyon, considering the urban furni-

ture (windows, balconies, pavements, etc).

The turbulent dispersion of pollutants is described by the turbulent Schmidt number (Sct) under

the simple gradient diffusion hypothesis. According to Tominaga and Stathopoulos (2007), Sct ranges

between 0.2 and 1.3, and the optimum choice of this parameter depends on the local flow character-

istics. In this study, the best model for measurement comparison was obtained with Sct = 0.4. The

model without trees was evaluated by comparing the simulated concentrations of NO2 and PM10 to

measurements for a day in April reported by Lin et al. (2022).
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3.2.3.7 Case study

Tree-related processes (VOC emissions by trees, atmospheric dry depositions, and aerodynamic

effects of tree crowns) and chemical reactions influence the evolution of concentrations in the street.

Simulations were performed for a few hours in July, when the temperature and tree VOC emissions

were high, and also for a few hours in April, when NO2 measurements were available (Lin et al.

2022).

Table 3.1 List of simulations and their configurations

Case id BVOC
emissions

Dry
deposition
on urban
surfaces

Dry
deposition

on
vegetation
surfaces

Date Tree

ref A /
ref J

no yes no April /
July

no

0 J no yes no July yes
1 A /
1 J

yes yes yes April /
July

yes

2 J no yes yes July yes
3 J yes no yes July yes
4 J yes yes no July yes

Table 3.1 lists the simulations and adopted configurations. In the reference cases for April (case

ref A) and July (case ref J), trees were not considered. In case 1 J and 1 A, all trees-related pro-

cesses were considered, while case 0 J only considered the aerodynamic effect. Sensitivity tests were

performed and analyzed by comparison with case 1 J, except for the aerodynamic effect, which used

case 0 J as the reference case. In each sensitivity test, one process was ignored (case 2 J for BVOC

emissions, case 3 J for dry deposition on urban surfaces, and case 4 J for dry deposition on vegeta-

tion surfaces), as detailed in Table 3.1. The difference between the two simulations was quantified

using the relative deviation (RDCi
) of the spatially averaged street concentration of the street (from

the ground to the roof level), which is defined as follows:

RDCi
=
Ci − Ci 0

Ci 0
× 100% (3.3)

where Ci represents the average street concentration in a sensitivity test and Ci 0 represents the

average street concentration in the reference case.

Each sensitivity simulation lasted 3.5 h, on July 18, 2014 (or on April 30, 2014) from 2.30 p.m.

to 6 p.m. (local Paris time, GMT+2), with a constant time step of 1 s. The first 30 min corresponded

to the model spin-up time, and the analysis was performed for the remaining 3 h.

The impact of tree-related processes was assessed for several gaseous species, including those
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emitted by traffic (NO, NO2, NH3, and CO), O3, radical OH, and condensable HNO3 (which may

condense with NH3 to form inorganic particles of ammonium nitrate). For organic compounds, three

groups of organic condensables were studied: biogenics, formed from the oxidation of monoter-

penes and isoprene (Bio. cond.), anthropogenics, formed from the oxidation of xylenes and toluene

(Ant. cond.), and anthropogenic intermediate, semi-, and low-volatility organic compounds (ISVOC),

which are directly emitted by traffic and oxidized in the atmosphere.

The characteristic times of dispersion and reaction were calculated to compare the dispersion rate

with the chemical reaction rates. For dispersion, the street-average concentration was assumed to

evolve following an exponential function for a transient period under constant wind conditions as

follows:

C(t) = C0 + (C∞ − C0)

(
1− exp

(
− t

τD

))
(3.4)

where C0 is the initial street concentration of a compound, C∞ is the concentration at the end of

the transient period, and τD is the characteristic dispersion time.

The characteristic reaction time τR considers the production/consumption of a reactive compound

by different chemical reactions. This is approximated as follows:

τR =
C

|RP −RC |
(3.5)

where C is the average concentration, RP is the production rate, and RC is the consumption rate.

3.2.4 Results

The impacts of different tree-related processes on the evolution of concentrations were estimated.

The processes involve tree VOC emissions, dry deposition on vegetation and urban surfaces, and

aerodynamic influence of tree crowns on the dispersion. Finally, the overall impact of these processes

on the pollutant concentrations in the streets was evaluated. Table 3.2 illustrates the impact of different

processes using the relative deviation of the street-averaged concentrations (RDCi
) between the two

simulations.

3.2.4.1 Impact of tree VOC emissions

Tree VOC emissions had a limited impact (lower than 1%) on the gas-phase reactive compounds:

NO, NO2, and O3. However, the street-averaged concentration of radical OH was significantly re-

duced by approximately 17%. The production of O3 by the tree VOC emissions was low in the

high-NOx chemical regime of the street (approximately 0.2%). Therefore, the production of OH by

O3 photolysis was low. The OH concentration decreased because it was consumed by the VOC emit-

ted by the trees. The evolution of NO2, OH, and the chemical regime are detailed in Figures 1 and 2

in the supplementary materials.
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Table 3.2 Summary of tree impacts on the street-average concentrations of different species in the
street. The column Ref. corresponds to the average concentrations of the case 1 J. The columns VOC,
Dep urb, Dep tree, Aerodyn. and Synth. correspond to the impact of VOC emissions, deposition on
urban surfaces, deposition on trees, aerodynamic effects and overall effects, respectively.

Ref. VOC Dep Dep Aerodyn Synth Synth
% urb tree July April

1 J (2 J -
1 J)

(3 J -
1 J)

(4 J -
1 J)

(ref J -
0 J)

(ref J -
1 J)

(ref A
- 1 A)

Species µg m−3 % % % % % %
NO 22.0 0.9 -0.4 -0.9 -27.5 -27.6 -27.8
NO2 42.3 -0.7 1.5 3.5 -23.8 -21.5 -16.1
NH3 2.8 0.0 1.2 3.6 -6.3 -2.0 -9.0
CO 158 0.0 0.0 2.2 -10.5 -8.7 -7.3

HNO3 2.6 0.7 5.9 25.0 0.3 21.8 26.2
O3 82.5 -0.3 0.9 3.2 6.1 8.8 10.7
OH 3.1×10−4 17.4 -0.4 -1.4 13.6 26.4 9.0
Bio

cond.
4.3 -0.2 0.0 0.0 0.0 -0.2 -0.1

ELVOC 1.6×10−4 -73.9 0.7 2.4 -14.3 -78.0 -55.1
Ant

cond.
0.8 0.1 0.0 -0.01 -0.2 -0.1 -0.2

ISVOC 5.5 0.04 0.1 0.7 -15.0 -14.1 -16.7

This decrease in OH also resulted in a slight decrease in HNO3 (0.7%), which was formed from

the oxidation of NO2. This low decrease in HNO3 most likely has a low impact on inorganic aerosol

concentrations.

For organic compounds, the monoterpene and isoprene concentrations increased substantially ow-

ing to tree VOC emissions, reaching on average 467% and 5,000%, respectively, over the simulation

period. Monoterpene and isoprene were oxidized to form biogenic organic condensables (see Figure

3 in the supplementary materials). However, tree VOC emissions had a low impact on the mass of

organic condensables at the local scale (Table 3.2). In the model, a representation of the condens-

able formation was built from chamber experiments with a limited number of model species. The

formation of condensables was simplified by only one oxidation step of the precursor. The oxida-

tion characteristic time was typical of what was observed in chambers, but it might not represent the

fast-forming compounds, such as those produced from autoxidation (Ehn et al. 2014), which were

only modelled in this study for the autoxidation of monoterpenes. For monoterpenes, one oxida-

tion step by O3, NO3 and OH directly leaded to the formation of modelled condensables (of note,

BiA0D, BiA1D, BiA2D, BiNIT, Monomer and Dimer). Only the formation of extremely-low volatile

compounds (ELVOC) with very low saturation vapor pressure (Ehn et al. 2014), from monoterpene

autoxidation, which was represented by two model species (Monomer and Dimer), was enhanced be-

cause it involved fast reacting radical species. Although the ELVOC concentrations largely increased

(by 276% on average), they were low compared to other organic concentrations, with a maximum of
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1.5×10−4 µg.m−3. Panels (a) and (b) of Figure 3.3 show the spatial distribution of the time averaged

ELVOC concentrations. This increase was mostly near the leeward side of the street.

For isoprene, biogenic condensables were modelled as for monoterpenes, from the limited number

of model species in chamber experiments. Some of these species were produced from the oxidation of

intermediate products such as isoprene nitrates (ISON), first-order OH reaction products of isoprene

(ISOR), methacrolein (MACR) and methacryloyl peroxynitrate (MPAN). Although the concentrations

of these intermediate products largely increased with tree VOC emissions (ISON +47.39%, ISOR

+1195.18%, MACR +1101.37% and MPAN + 136.17%), the formation of condensables was not

significantly affected.

Owing to the long time required for monoterpenes and isoprene to undergo oxidation in the atmo-

sphere (Seigneur 2019), secondary organic condensables did not seem to have sufficient time to form

in the street, except for those formed from autoxidation. A better representation of the fast-forming

condensables from radicals is desirable to determine more accurately the influence of monoterpenes

and isoprene emissions on condensable concentrations.

3.2.4.2 Impact of VOC emissions in the street with low-wind speed

Although some intermediate oxidized species, such as MACR and MPAN were significantly pro-

duced with the addition of tree VOC emissions, the production of condensables was limited because

of the long time required for the oxidation reactions to complete. To illustrate this, the characteristic

times of the OH reactions, τR, and the dispersion of the flow, τD, were compared.

The concentration of CO was used for the calculation of τD because of its low reactivity. τD was

estimated to be approximately 32 s. For OH, τR was approximately 86 s with tree VOC emissions

and 154 s without tree VOC emissions, i.e., it is at least twice the characteristic time of dispersion,

highlighting the low value of the characteristic time of dispersion.

This low characteristic time of dispersion may be due to the high wind speed at the inlet of 5 m.s−1

at 25 m. With a lower wind speed of 0.7 m.s−1 at 25 m, the characteristic time of dispersion was 186 s.

To assess the effect of wind speed, two more sensitivity tests with the same configuration as cases 1 J

and 2 J were conducted at low wind speeds (cases 5 J and 6 J). Figure 3.2 compares the condens-

able concentrations from the oxidation of monoterpenes and isoprene, when tree VOC emissions

were considered or not under high- and low-wind speed conditions. The production of condensables

was more significant in the low-wind speed condition than in the high-wind speed condition, with

a time-averaged increase of approximately 5% for monoterpene condensables and 7% for isoprene

condensables, compared to less than 1% for both under the high-wind speed condition.

3.2.4.3 Atmospheric dry deposition

To evaluate the impact of atmospheric dry deposition, case 1 J, which considered dry deposition

on both urban and vegetation surfaces (tree crowns), was compared to cases 3 J and 4 J, which con-

sidered only urban and vegetation surfaces, respectively. Here, urban surfaces refer to the building
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Fig. 3.2 Condensable concentrations in high-wind speed and low-wind speed conditions, (a) condens-
ables from monoterpene, (b) condensables from isoprene.

walls and the ground in the canyon. The impact varies with species due to properties such as solubility

(Henry coefficient) and volatility.

For all species studied, the impact of deposition on urban surfaces was low (less than 1%, except

for HNO3 (6%)). For most species, the deposition on vegetation surfaces was slightly higher than

that on urban surfaces, but it remained low (lower than 4%). However, as is shown in Figure 4 in the

supplementary material, HNO3 is shown to be more affected by deposition due to its high solubility,

particularly on leaf surfaces. This resulted in a significant reduction in HNO3 concentrations (25%),

which may restrain the gas/particle partitioning and the formation of secondary aerosols.

3.2.4.4 Aerodynamic impact of tree crowns

A comparison of the flow fields in Figure 5 in the supplementary material shows that, in general,

the presence of trees reduced the turbulent viscosity in the canyon, which indicates that the turbulent

dispersion of pollutants was reduced. The characteristic time of dispersion increased from 21 to 32 s

with the trees present, under which conditions the horizontal wind velocity was higher in the middle

and near the windward side of the street, and lower on the leeward side. This indicates that the

residence time was higher on the leeward side, which was more prone to pollutant accumulation.

The variation in the flow field affects both the dispersion of pollutants and their concentrations.

Table 3.2 shows that the aerodynamic effect of tree crowns significantly increased the street average

concentration for species emitted by traffic (NO, NO2, CO, NH3, ISVOC). Owing to the presence of

tree crowns, species were less dispersed and accumulated more in the traffic zone, resulting in a higher

street average concentration. However, the aerodynamic effect of tree crowns significantly reduced

the concentrations of reactive oxidants in the atmosphere, such as O3 and OH radical, because these
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species were more consumed by reactions with traffic exhaust emissions such as NO.

Fig. 3.3 Temporally-averaged concentration of ELVOCs (panels (a) and (b)) and CO (panels (c) and
(d)) in and above the street.

To analyze the aerodynamic effect of tree crowns on spatial distribution, CO is studied, because it

is relatively unaffected by the chemistry at the urban scale (Seigneur 2019) compared to other species.

Panels (c) and (d) of Figure 3.3 present the CO concentration in and above the street with and without

tree crowns. The CO concentration was much higher in the street than in the background above the

street, due to traffic emissions, regardless of the presence of trees. The highest concentration was

observed on the leeward side of the street because of the reverse flow. Trees led to a significant

increase in concentrations near the leeward side, and a small decrease near the windward side. The

presence of trees accentuated the concentration differences between the leeward and the windward

sides.

3.2.4.5 Overall impact of trees

The overall impact of trees was evaluated by comparing the Case ref (without trees) and the Case

1 (with trees) for both April and July (Table 3.2). The presence of trees led to a large increase in

the concentrations of NO, NO2, CO and ISVOC emitted by traffic, mainly due to the aerodynamic

effects. The overall impact was similar in April and in July. The increase ranged from 7% for CO to

28% for NO.

The presence of trees led to a large decrease in the concentrations of the oxidants O3 and OH,

by 9%-11% and 9%-26%, respectively. O3 concentrations were low in streets because of the traffic

emissions of NOx. The decrease of O3 and OH were both partly due to the increase in NOx (aero-

dynamic effect), but also due to the dry deposition for O3 and tree VOC emissions for OH. Owing

to the high wind speed in the canyon, this decrease in oxidant concentrations had a very low impact

on organic condensables, which were almost not modified by trees, except for ISVOCs, because they
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were directly emitted by traffic.

From those results, it can be inferred that the presence of trees likely leads to an increase in particle

concentrations in the street, as particles are directly emitted by traffic and would accumulate due to

aerodynamic effects. Furthermore, the increase in organic condensables at low wind speeds may lead

to the formation of organic particles. The evolution of inorganic particles is less clear, as it depends

on the evolution of inorganic condensables and the limiting factor for the formation of ammonium

nitrate, i.e., HNO3 or NH3 concentrations. These evolved in the opposite direction, with the HNO3

concentrations reduced by trees (by 22% to 26%) because of dry deposition on leaf surfaces, while

NH3 increased because it was emitted by traffic.

3.2.5 Conclusions

In this study, the effects of trees on gaseous species and condensable concentrations in a street

canyon were investigated by a coupled CFD-gas-chemistry model to evaluate the impact of trees on

mitigating pollutant concentrations.

Different gaseous species are sensitive to various tree-related processes. Trees grown in streets

cannot mitigate the concentrations of pollutants emitted by traffic because the aerodynamic effect

dominates. The pollutant concentrations accumulate at the pedestrian level near the leeward side of

the street. For oxidants, trees reduce the average concentrations of O3 and OH radicals, thereby de-

creasing the formation of secondary species. However, this decrease is not very important for the

formation of condensables, and O3 concentrations are low in streets regardless of this. The concentra-

tions of organic condensables increase slightly due to the oxidation of tree-emitted VOC, especially

on the leeward side, while the formation of ELVOC from autoxidation is enhanced, potentially lead-

ing to the formation of ultra-fine particles. For inorganic condensables, the impact of vegetation is

balanced, with HNO3 reduced owing to the dry deposition effect on tree leaves, while NH3 increased

due to the aerodynamic effects of trees.

In this study, the geometry of the street canyon was simplified to a 2-D representation with a

perpendicular wind direction. However, further studies with a more realistic 3-D geometry-based

model and more complex street networks are important to acquire conclusions more representative

of individual districts, alongside with a field measurement campaign to provide a robust validation.

The radiative effects of trees and the aging of tree-emitted VOCs at the regional scale should also be

considered in future models.

Research data

The code and data that used in this study is openly available in https://doi.org/10.

5281/zenodo.7180003.
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3.3 Supplementary materials

3.3.1 Governing equations

The existence of traffic and trees in the street affect the flow and dispersion of atmospheric chem-

ical species. In addition, traffic is an important source of emissions in the street canyon. Furthermore,

trees also release VOC emissions. These elements are considered as source terms to be added in the

governing equations, to study the influence on the evolution of pollutants.

3.3.1.1 Porosity model

Su,i = −1

2
ραCD|U |Ui (3.6)

where α is the leaf area density (m2/m3); CD is the drag coefficient of the canopy. This coefficient

varies from 0.1 to 0.3 for different types of trees (Fesquet et al. (2009)). Here, it is chosen to be 0.2.

|U | is the local mean velocity magnitude and Ui is the ith component of the wind vector.

The effect of trees on turbulence is modeled by source terms Sk and Sε in the k − ε equations as

follows:

Sk =
1

2
ραCDβp|U |3 −

1

2
ραCDβp|U | (3.7)

and

Sε =
ε

k
C4εραCD|U |3 − C5εβdk|U | (3.8)

Where C4ε, C5ε, βd and βp are model constants. βp = 1 (Sanz (2003), Katul et al. (2004)), the other

constants are calculated as C4ε = C5ε = 0.9, βd = 5.03.

3.3.1.2 Dry deposition of pollutants

The ability of deposition of a given pollutant depends on its dry-deposition velocity vd, which is

defined as the inverse of the sum of resistances:

vd =
1

Ra +Rb +Rc

(3.9)

where Ra, Rb and Rc are resistances to the atmospheric flow, to the air layer above the surface and to

the surface, respectively.

- Deposition velocity on urban surfaces

Buildings, streets and other surfaces in the street canyon contribute to the deposition. To model

the dry deposition on urban surfaces, the aerodynamic resistance Ra can be represented as Chérin

et al. (2015):
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Ra ≈
1

Kc
t

× z (3.10)

where z is the distance between the center of the cell near the surface and the surface, the turbulent

mass diffusivity Kc
t is estimated from the turbulent viscosity νt and the turbulent Schmidt number

Sct:
νt
Kc

t

= Sct. (3.11)

The choice of the turbulent Schmidt number is controversial, especially in urban areas. It is usually

chosen between 0.2 and 1.3 (Tominaga and Stathopoulos 2007). In the present study, a value of 0.4 is

used.

The quasi-laminar layer resistance Rb is obtained by the empirical equation (Hicks et al. 1987):

Rb =
2

κu∗

(
Sc

Pr

)p

(3.12)

where κ is the Von Karman constant (0.42); u∗ is the friction velocity; Sc is the Schmidt number,

which is defined as Sc = ν/Di, with ν the kinematic viscosity of air (0.15 cm2s−1) and Di the

molecular diffusivity of the pollutant; Pr = 0.74 is the Prandtl number for air, the exponent p is taken

equal to 2
3

following Baldocchi et al. (1987).

Modelling the surface resistance Rc is often challenging (Baldocchi et al. 1987). In the present

study, Rc is taken equal to the urban ground resistance parameter Rgs of Wesely (1989). Table 3.3

shows the ground resistance of SO2 and O3 for urban areas during the different seasons of a year.

Table 3.3 Ground resistance Rgs for SO2 and O3 in different seasons (from Wesely (1989))

Seasonal category SO2 O3

Mid summer 400 300
Autumn 400 300

Late autumn 400 300
Winter 100 600

Transitional spring 500 300

For other species, their ground resistance (Rgs,i) can be computed on the basis of two key param-

eters: their Henry constant H∗
i and reactivity f0,i:

Rgs,i =

[
H∗

i

105RgsSO2

+
f0,i
RgsO3

]−1

(3.13)

Finally, the deposition velocity vd (m/s) is estimated from the resistances Ra, Rb and Rc, and the

deposition on urban surfaces is achieved by imposing a flux F (mg/s) on the boundary surfaces:

F = ρ ∗ Cspecies ∗ vd ∗
∑

Swall, (3.14)
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where ρ is the density of the flow near the surface, Cspecies (ppm) is the species mass fraction, Swall

(m2) is the wall surface. The surfaces included in the simulations are building walls and the street.

- Deposition velocity on vegetation surfaces

Vegetation canopies are considered as rough surfaces, where the aerodynamic resistance Ra is

usually small (Erisman et al. 1994). The deposition velocity on leaf surfaces is therefore estimated as

the inverse of the quasi-laminar layer resistance Rb and the bulk surface resistance Rc.

The model of Wesely (1989), Zhang et al. (2002b, 2003b) for decidious forest is adapted to calcu-

late Rc, which depends on the leaf stomatal resistance Rs, the mesophyll resistance Rm and the leaf

cuticular resistance Rlu:

Rc =
1

1
Rs+Rm

+ 1
Rlu

(3.15)

The bulk canopy stomatal resistance for species i (Ri
s) computes mass transfer due to the diffusion

through stomatal apertures which may exist on one or both sides of the leaves, and is approximated

from the stomatal resistance of water vapor (RH2O
s ) and their diffusivities (DH2O and Di):

Ri
s = RH2O

s

DH2O

Di

(3.16)

where the stomatal resistance for water is defined by:

RH2O
s = Ri(1 + (200(G+ 0.1)−1)2)(400(Ts(40− Ts))

−1) (3.17)

whereRi (s.m−1) is the minimum bulk canopy stomatal resistance for water vapor (see Table 3.4),

G is the solar irradiation in Wm−2. Ts is the surface air temperature, taken to be 35 ◦C in the summer

simulation and 20 ◦C in the spring simulation, averaged from simulation period.

Table 3.4 Minimum bulk canopy stomatal resistance Ri and culticular resistances for SO2 and O3 in
different seasons (from Wesely (1989), Zhang et al. (2002b))

Seasonal category Ri RSO2
lu RO3

lu

Mid summer 70 1200 1200
Autumn - 2000 2000

Late autumn - 9000 9000
Winter - - -

Transitional spring 140 2000 2000

For dry leaf surfaces, the leaf cuticular resistance for a pollutant i is computed as:

Ri
lu = (

αi

RSO2
lu

+
βi

RO3
lu

)−1 (3.18)

where αi and βi for species i are parameters derived from the observation of its dry deposition velocity.

SO2 and O3 are chosen as basic species and their cuticular resistances in different seasons are shown

in Table 3.4.
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Finally, deposition on vegetation surfaces is achieved by adding a sink term S (mg.m−3.s−1) in the

transport equation:

S = ρ ∗ Cpollutant ∗ vd ∗ LAD (3.19)

where Cpollutant (ppm) is the pollutant mass fraction, LAD is the leaf area density (m2/m3).

3.3.1.3 Emissions of VOCs by trees

Following Guenther et al. (1995, 2000), Owen et al. (2001), Wang et al. (2003), emissions of

volatile organic compounds (VOC) by trees are computed as follows:

E = ϵDbiomass γP γT γA ξ (3.20)

where ϵ is the tree emission factor (µg C g−1 h−1), Dbiomass is the dry foliar mass (g), γP , γT , γA
are emission activity factors representing the influence of PAR (Photosynthetic Active Radiation),

temperature and leaf age respectively, ξ is an escape efficiency factor that represents the fraction

of the VOCs emitted by the canopy that is released into the nearby atmosphere. Following Wang

et al. (2003), Kalogridis (2014), ξ is assumed constant and equal to 0.95. The influence of leaf

age is neglected here (γA=1). The trees used in this study are assumed to be ”Sophora Japonica”,

as this species is common in the streets of Paris (Ville de Paris 2020) and its emission factors are

high, especially for monoterpenes (Ren et al. 2017): ϵ = 69.2 µg C.g−1.h−1 for isoprene and ϵ =

1.9 µg C.g−1.h−1 for monoterpenes. The foliar density is computed following Nowak (1996):

Dbiomass = exp (7.6109 + 0.0643 DBH) (3.21)

with DBH the Diameter at Breast Height (cm), which is computed from the tree circumference, as-

sumed to be 100 cm here (which seems to be a realistic value for ”Sophora Japonica” in Paris ac-

cording to Ville de Paris (2020)). Concerning the temperature dependency, γT is estimated following

Guenther et al. (2000), Wang et al. (2003):

γT = EoptCT2

exp
(

CT2

R

(
1

Topt
− 1

T

))
CT2 − CT1

(
1− exp

(
CT2

R

(
1

Topt
− 1

T

))) (3.22)

where T is the leaf temperature assumed here to be equal to the air temperature (K), R = 0.00831,

CT1 = 80 and CT2 = 200, Eopt is the maximum normalised emission capacity, Topt is the temperature

at which Eopt occurs (Guenther et al. 2006):

Eopt = 1.75exp (0.08(TD − 297)) (3.23)

Topt = 313 + 0.6(TD − 297) (3.24)
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with TD the daily temperature (K). The PAR dependence is only considered for isoprene emissions

(Guenther et al. 1993):

γP =
α CL PAR√
1 + α2.PAR2

(3.25)

with α = 0.0027 and CL = 1.066.

3.3.2 Supplementary figures

(a) NO2 (b) OH

Fig. 3.4 Impact of tree VOC emissions on street-average concentrations. The impact of tree VOC
emissions on NO2 concentrations is very low, but it leads to a non-negligible decrease of OH concen-
trations.
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Fig. 3.5 Average chemical regime and OH concentration in the street. (a) chemical regime in the street
with all tree-related processes (case 1), (b) chemical regime in the street with no tree VOC emissions
(case 2), (c) average OH concentration in the street with all tree-related processes (case 1), (d) average
OH concentration in the street with no tree VOC emissions (case 2). As the simulation is typical of
summer time with relatively low background concentrations of NO and NO2 but high biogenic VOC
concentrations, the boundary condition is in a NOx-limited regime (Kinosian 1982)(the concentration
ratio [VOC]/[NOx] is 10). However, because of the traffic emissions, the regime is rather VOC-
limited, with low [VOC]/[NOx] in the street and just above the street. Tree VOC emissions do not
drastically change the chemical regime, although the [VOC]/[NOx] are slightly higher with trees. In
the street (VOC-limited), O3 concentration is low because it is titrated by NO. The averaged increase
of O3 concentration is therefore low, by only about 0.2%. This may not lead to an increase of OH
concentration. Meanwhile, as the main reactive oxidant in the daytime, OH is consumed by the VOCs
emitted by trees. When tree VOC emissions are taken into account, the lowest OH concentration is
observed around the tree crown, which indicates that the formation of OH by O3 photolysis is lower
than its consumption by VOCs.

Fig. 3.6 Reaction scheme of biogenic VOCs to form secondary organic condensables in the chemi-
cal scheme used in the paper. Isoprene (ISOP) is oxidized into intermediate species, which are then
oxidized to form SVOC (Semi Volatile Organic Compounds) and LVOC (Low Volatile Organic Com-
pounds). SVOC and LVOC are also formed from terpene (TERP) oxidation, and ELVOC (Extremely-
Low Volatile Organic Compounds) are formed from terpene autoxidation.

63



(a) HNO3 (b) NO2

Fig. 3.7 Impact of dry deposition on street-average concentrations. The impact of dry deposition is
large for highly soluble compounds such as HNO3 but is limited for other species such as NO2.

(a) k (b) ε

(c) νt (d) U

Fig. 3.8 Horizontal turbulence and horizontal velocity profile in the street. These profiles correspond
to a height of 1.5 m in the street at 4 p.m.
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CHAPTER 4

Modeling of air quality in the Pierre de Coubertin Stadium

Abstract

Indoor air quality is important for the health of human beings. In this chapiter, the indoor air qual-

ity in an enclosed stadium is modeled using a 0D model (H2I). The model is setup using measurements

of aeraulic parameters and concentrations. In order to determine a representative outdoor-to-indoor

exchange rate and the filtration rate of the model, a Fourier transformation is performed on the in-

door and outdoor measurements of black carbon, which is chosen because of its chemical stability.

The model is then applied to estimate indoor concentrations of NO, NO2 and O3 using outdoor mea-

surements of O3 and outdoor estimation of NO and NO2 concentrations. The temporal variations of

the indoor concentrations of O3 and NOx are well representedcompared to measurements. However,

NO concentrations are overestimated and NO2 and O3 concentrations are underestimated. Sensitivity

tests are conducted to determine the relevant physical parameters of the model that may control the

variation of these concentrations. Because of the large volume and small surface/volume fraction in

the stadium, the impact of heterogenerous reactions on surfaces is less important in the stadium than

in other smaller indoor environments, such as building rooms. VOC concentrations have significant

impacts on the concentrations of O3 and NOx. Their presence favors the conversion from NO to NO2,

thus improving the simulated NO and NO2 concentrations. Photolysis is another process strongly im-

pacting the pollutant concentrations. This chapter illustrates a methodology to simply model indoor

concentrations, and it underlines the importance of characterising VOC concentrations and radiation

for an accurate modelling of indoor NO, NO2 and O3 concentrations.

4.1 Introduction

Indoor air quality (IAQ) is an important environmental issue. According to Klepeis et al. (2001),

people spend an average of about 90% of their time indoors, which makes indoor air quality essential

for human health and social productivity. In recent years, with the development of social economy,

people’s pursuit of sports activities has significantly increased. The IAQ in sports stadiums is thus

attracting increasing attention, as poor air quality may also affect the performance of athletes. For

example, high levels of air pollution may impair lung function (Zhou et al. 2016) and thus decrease

65



athletic performance. Amongst the indoor pollutants, there are nitrogen oxides (NOx), ozone (O3),

volatile organic compounds (VOC) and particles of which black carbon (BC) is a compound emitted

by combustion processes. The pollutants may originate from outdoor, e.g. if the stadium is located

near a busy road or highway, emissions from vehicles can contribute to BC and NOx levels in the

air (Bennett et al. 2019). This filtration can occur through cracks and gaps in building envelopes, as

well as through ventilation systems that bring in outdoor air. Some pollutants such as VOCs may

also originate from indoor. Many cleaning agents contain chemicals that can release VOCs when they

evaporate; many building materials, such as carpets, flooring, and insulation, can release VOCs over

time, particularly when they are new (Shin and Jo 2013); and people in a stadium can also release

VOCs, when they exhale and emit sweat (Liu et al. 2016).

Recently, IAQ models of various complexities have been developed to represent indoor air con-

centrations. In the simplest approach, the indoor compartment is represented with a box model, taking

into account indoor and outdoor exchanges using a filtration factor. For example, Chaloulakou and

Mavroidis (2002) evaluated the indoor and outdoor carbon monoxide (CO) concentrations of a build-

ing in Athens using a one-compartment IAQ model including interior sources. The model solved the

mass-balance equations for pollutant flows without considering chemical reactions. To evaluate the

model, hourly-averaged measurements were conducted for two consecutive periods. Although some

sharp outdoor changes could not be reproduced, the comparison showed a general good agreement

between the simulations and the measurements. In more complex approaches, computational fluid

dynamic (CFD) models are used to estimate the indoor-outdoor exchanges and the flow inside the

building. Tong et al. (2016) evaluated the impact of traffic-related pollutants on the IAQ in a building

with natural ventilation based on a CFD model. The impacts on IAQ of different parameters such as

the distance between the roadway and building, the window size and its opening location,were quanti-

fied.Similarly, Van Hooff and Blocken (2010) developed a specific coupled approach to represent the

urban wind flow and indoor natural ventilation by simultaneously generating the complex geometry

of indoor and outdoor environment using a CFD tool with a high-resolution grid. This model was

applied to an semi-enclosed stadium to evaluate the role of natural ventilation.

Indoor chemistry has been considered in various IAQ models for a long time (Weschler and

Carslaw (2018)). As early as in 1986, Nazaroff and Cass (1986) used a chemically reactive ho-

mogeneous system to reproduce the indoor concentrations of NOx and O3. Heterogeneous reactions

on indoor surfaces may also impact the IAQ, as the ratio between the surface and the volume for a

indoor space is relatively larger than outdoors.

Stadium air quality has not received yet much attention in the literature, and this study aims at

determining the main processes influencing a stadium indoor concentrations. Concentrations of NO2,

O3 and BC have been measured in a stadium in Paris, and the IAQ box model H2I (Fiorentino et al.

(2020)), which takes into account indoor/outdoor exchanges, deposition, emissions and chemistry, is

used for modelling the concentrations. A methodology is defined to determine the outdoor-to-indoor

filtration rate from the measurements of BC concentrations, which were conducted in the indoor and

outdoor environments of the stadium. BC was chosen to determine the filtration rate because it is inert
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and not affected by chemical reactions. The influence of homogeneous chemistry, surface reactions

and photolysis on NO2 and O3 concentrations is assessed.

4.2 Description of the stadium

In this study, the Pierre de Coubertin stadium (Coubertin) in Paris, France is studied and modeled,

as it is one of the stadiums where the Paris Olympics will be held. It is an enclosed stadium, located at

the southwest of Paris. As shown in Fig 4.1, it is surrounded by large avenues, suggesting that traffic

emissions may largely impact outdoor and hence indoor air quality.

Fig 4.2 shows the top view of the stadium. It contains three halls, several sports rooms, media and

office rooms. In this chapter, only the air quality in the grand hall is studied. Fig 4.3 shows the inside

view of the grand hall. On both sides of the hall, the bleachers are composed of three tiers. On the

front and on the back of the stadium, the bleachers are composed of two tiers.

The hall can hold more than 4000 people for basketball, handball or other sports matches. In

order to acquire the geometry data of the grand hall, a 3-D scanner was used (Focus M70 model). The

measurements were conducted by collegues in the laboratory CEREA. A cloud of points representing

the stadium was obtained from the scans, as shown in Fig 4.4. According to the scan data, the volume

and the surface of the grand hall are 23303 m3 and 13986 m2.

The supply airflow in the stadium is realized by a group of 4 rooftop air handler systems. The

rated airflow of each handler is 25000 m3.h−1. Generally, each air handlers operates at 60% of the

rated power, forming an amount of airflow of 60000 m3.h−1.

4.2.1 Measurements of indoor and outdoor air quality in the stadium

Measurement campaigns for indoor and outdoor pollutant concentrations of the Pierre de Cou-

bertin Stadium were carried out between the 25th May and the 20th June 2021 by collegues in the

laboratories LISA and CSTB.

Indoor and outdoor concentrations of PM10, PM2.5, black carbon (BC), O3, NOx (nitrogen monox-

ide NO and nitrogen dioxide NO2), and VOCs were investigated with different instruments:

- A FIDAS 200 particle size analyzer for PM10 and PM2.5 concentrations;

- A Magee Scientific Aethalometer AE33 for BC concentrations;

- A AC32e from ENVEA for NOx concentrations;

- A O342e from ENVEA for O3 concentrations;

- Passive and active samplers for VOC concentrations.

These instruments were installed on a platform in the grand hall for the indoor measurements and

on a balcony for the outdoor measurements.
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Fig. 4.1 Map of the Pierre de Coubertin Stadium (screenshot from Google map).

Fig. 4.2 Top view of the Pierre de Coubertin Stadium. Source: Artstation.
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(a) Front and side view of the grand hall (b) Back and side view of the grand hall

Fig. 4.3 The grand hall of Pierre de Coubertin Stadium.

Fig. 4.4 Cloud points of 3-D scan in the grand hall.
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Fig 4.5 shows the indoor and outdoor diurnal measurements of O3, NO2 and BC concentrations

between the 28th May and the 20th June 2021. Measurements of outdoor NO2 concentrations are

not available. Therefore, they are estimated from multi-scale forecast performed by the air-quality

agency Airparif using the model CHIMERE (Menut et al. 2013, Mailler et al. 2017) for the regional

scale coupled to the ADMS local-scale model (Carruthers et al. 1994, Stocker et al. 2012). The lack

of measured outdoor NO2 concentrations and uncertainties in the modelling of NO2 concentrations

may lead to some errors in the subsequent simulations for related indoor pollutant concentrations.

The measuring instruments have different sampling frequency, from 1 min to 15 min. The time

series of measurements in Fig 4.5 are averaged every 30 min. For O3, generally, the diurnal variation

trend of indoor and outdoor concentrations are consistent, with peak concentrations around 4 p.m.

and valley concentrations around 8 a.m. The outdoor concentration is higher than the indoor one, by

a factor around 2. For BC, the time variation of indoor and outdoor concentrations are also similar,

with peak concentrations around 8 a.m. Although there are no significant valley values, the nighttime

concentrations are generally lower than daytime concentrations. However, on the 4th June, the BC

concentrations are very high appear between 8 p.m. and 9 p.m., which may be explained by the use

of fumigants after a handball match in the stadium. For NO2, according to the outdoor simulations,

the peak outdoor concentrations are around 8 a.m., and in the nighttime, the outdoor concentrations

are generally lower than in the daytime. While for NO2 indoor concentrations, the peak starts in the

morning around the same time as outdoor concentrations, it lasts 1 to 2 hours longer than for outdoor

concentrations. These higher concentrations over a longer period of time may be explained by the

lower ventilation of the NOx that penetrate indoor during the traffic peak and bythe formation of NO2

from chemical reactions inside the stadium.

For VOC concentrations, 6 passive samplers (Radiello® code 145) were installed and exposed for

7 consecutive days over a total period of three weeks between May 27 and June 17 at two sampling

points (inside at grand stand P and outside). Besides, active samplers (Tube Tenax TA type Perkin

Elmer) were also installed for specific days according to the schedule of matches held in Coubertin:

on the 30th May and the 4th June, when two handball matches were held in Coubertin; on the 12th

June, the day of the olympic karate qualifying tournament; and also on the 15th June, the day outside

the sports tournament as a reference. The Radiello® code 145 cartridges were used to monitor the

weekly variation of VOCs over the entire on-site intervention campaign; while Tube Tenax TA was

used to monitor the hourly variation of VOCs during specific events or dedicated days, Each sample

was updated every 2 hours and was collected at one sampling point. Measurement data of VOCs are

presented in Table 4.5 of Appendix 4.7.1.

4.2.2 Other input data necessary for the simulation

4.2.2.1 Outdoor NO concentrations
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(a) Outdoor O3 (b) Indoor O3

(c) Outdoor BC (d) Indoor BC

(e) Outdoor NO2 (f) Indoor NO2

Fig. 4.5 Outdoor and indoor measurements of O3, BC and NO2 concentrations. Note that outdoor
NO2 concentrations were not measured, but are estimated from multi-scale air-quality modelling.
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Outdoor NO concentrations are not available from measurements, nor from modelling. There-

fore, they are estimated from the simulated NO2 concentrations and a typical NO/NO2 ratio typically

observed in the streets of Paris. To determine this ratio, a station in Paris where NO and NO2 concen-

trations are measured is identified. To do so, several measurements of outdoor NO2 concentrations at

different measurement stations operated by Airparif are compared with the simulated NO2 concentra-

tions outside of Coubertin.

Table 4.6 in the Appendix lists the measurement stations which are less than 10 km away from

Coubertin, alongside with their distances to Coubertin. Hourly-averaged NO2 concentrations mea-

sured during the same period in 2020 (28 May to 20 June) are shown in Fig 4.6 and are compared to

the average NO2 concentrations simulated at Coubertin. It can be seen that the measured concentra-

tions at the OPERA stationare of the same order of magnitude as those simulated at Coubertin, and

according to table 4.6, the OPERA station is relatively close to Coubertin (about 7 km).

Fig. 4.6 Comparison of the outdoor NO2 concentrations of Coubertin with measured concentrations
in 2020. Coubertin represents the outdoor concentrations simulated at Coubertin, the other legends
correspond to the names of the stations listed in Table 4.6.

The NO and NO2 concentrations measured at the station OPERA are thereafter used to estimate

the outdoor NO concentration at Coubertin Cout
NO,Coubertin through a rule of three:

Cout
NO,Coubertin =

Cout
NO2,Coubertin

Cout
NO2,OPERA

× Cout
NO,OPERA (4.1)

Fig 4.7 shows the hourly variations of the outdoor ratio of NO and NO2 concentrations (compared

in ppb). For NO2, the ratio varies from 0.4 to 0.75, with an average value of 0.52. For NO, the

ratio varies from 0.25 to 0.60, with an average value of 0.48. These ratios correspond well to the
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measurements of Rao and George (2014), who measured, in summer in urban areas, NO2/NOx ratios

between 0.20 and 0.76, with an average ratio of 0.54.

Fig. 4.7 Hourly-variations of outdoor NO2/NOx and NO/NOx ratios.

4.2.2.2 VOC concentrations

The number of VOC species measured in Coubertin are too limited to study their impact of Cou-

bertin VOCs on indoor air quality.

Comprehensive measurements of indoor VOC concentrations were conducted using a PTR-ToF-

MS in an office in Marseille (Fiorentino et al. 2020). The measurement data inside Coubertin is

compared to the indoor VOC measurement of Marseille in terms of time variation and order of mag-

nitudes in Fig 4.8, which presents the comparison of 8 VOC species measurements, including acetic

acid (C2H4O2), 2-butanone (C4H8O), benzene (C6H6), toluene (C7H8), styrene (C8H8), benzaldehyde

(C7H6O), ethyl acetate (C4H8O2) and hexanal (C6H12O) in Marseille and in Coubertin. The mea-

surement data of Marseille is hourly-averaged, while the concentrations in Coubertin are averaged

over 2 hours. The concentrations of VOCs largely emitted by traffic, such as toluene and benzene are

much higher in Coubertin than in Marseille, especially in the morning during the traffic peak. On the

opposite, the concentrations of other compounds such as 2-butanone and acetic acid are much higher

in Marseille than in Coubertin. Despite the large differences of VOC concentrations in Marseille and

Coubertin, the VOC concentrations measured in Marseille are used to estimate the potential role of

VOCs on NO2 and O3 formation (see section 4.5.4.1), using different rescaling factors.
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(a) C2H4O2 (b) C4H8O

(c) C6H6 (d) C7H8

(e) C8H8 (f) C7H6O

(g) C4H8O2 (h) C6H12O

Fig. 4.8 Comparison of indoor VOC measurements in Marseille and in Coubertin.
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4.2.2.3 Meteorological conditions

Meteorological conditions including the time series of temperature (K) and relative humidity (%)

are observation data coming from international surface observation reports (SYNOP) circulating on

the Global Telecommunication System (GTS) of the World Meteorological Organization (WMO).

The time series of temperature and humidity varying every three hours from the station Orly were

used in the simulation.

4.3 Presentation of the model

4.3.1 H2I model

In the present study, the 0-D box model homogeneous heterogeneous indoor (H2I) developped by

Fiorentino et al. (2020) is used for simulating the diurnal air quality in Coubertin.

H2I is a two-box model, which divides a room into two boxes: the lighted part and the shaded

part. The lighted part is illuminated by the direct light, such as the solar light, and the shaded part

is subject to indirect light. The different intensity of lights leads to the different photolysis reaction

rates. Here, only one box is used, as the volumes of the light and the shaded parts are not known.

4.3.1.1 Governing equation

In the model, the indoor concentration is controlled by several processes: the outdoor-to-indoor

exchange, the indoor-outdoor leakage, the deposition, the indoor emission and chemical reactions

(including photolysis reactions). The governing equation of the concentration Cj
i evolution with time

of species i in the box j is shown as follows:

dCj
i

dt
= kAERfC

out
i − kAERC

j
i − kjDEP,iC

j
i +

∑
p

Qj
pi

V j
box

+
∑
q

Rj
iq

V j
box

(4.2)

where kAER is the outdoor-indoor air exchange rate [s−1]; f is the outdoor-indoor filtration factor,

which represents the fraction of air exchange with outdoor; kjDEP,i is the deposition rate [s−1]; Qj
pi is

the emission rate of source p for species i [µg.s−1]; V j
box is the volume of box j and Riq is the reaction

rate between species i and species q [µg.s−1].

4.3.1.2 Interactions with surfaces

For indoor air quality, surface reactions of compounds that are adsorbed at the surface are impor-

tant for the formation of secondary pollutants (Weschler 2011), such as HONO. With a faster reaction

rate than the equivalent gas-phase reactions, HONO is mainly produced by the hydrolysis of NO2 on

surfaces. The formation of HONO can be presented following Febo and Perrino (1991):

2NO2 +H2O −−→ HONO+HNO3
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In this reaction, although HNO3 is also produced, it remains at the surface because of the high ad-

sorption ability.

The adsorption/deposition rate of pollutants is modeled by a term involving a transport-limited

rate and surface reaction rate as follows:

1

kjDEP,i

=
1

kjtran,i
+

1

kjreact,i
(4.3)

Where the kjtran,i is the deposition rate of species i by transport in the room j [s−1] and kjreact,i is the

surface reaction rate of species i in the room j [s−1] (Grøntoft and Raychaudhuri 2004).

The kjtran,i is controlled by the diffusivity Di of species i [m.s−1] and the friction velocity u∗

[m.s−1] following Lai and Nazaroff (2000):

kjtran,i = vtrd,i
Sj
box

V j
box

(4.4)

vtrd,i = vadtrd,iu
∗ (4.5)

1

vadtrd,i
=

∫ 30

r0

(
1

νt
ν
+ Di

ν

)dyad (4.6)

Where vtrd,i is the deposition velocity by transport [m.s−1], Sj
box is the surface of the room j, vadtrd,i

is the dimensionless deposition velocity, yad is the dimensionless distance from the surface, ν is the

kinematic viscosity of air, νt is the turbulent viscosity of air, r0 is the adimensional minimum distance

from the surface, in another word, the position where species touch the surface. For gaseous species,

the r0 is taken as 0; for particles, r0 = (dp/2)(u
∗/ν), where dp is the particle diameter.

The kjreact,i is controlled by the uptake coefficient γi [-] and the thermal velocity ωi [m.s−1] of

species i (Fiorentino et al. 2020). It can be expressed as:

kjreact,i =
γiωi

4

Sj
box

V j
box

(4.7)

Where ωi is dependent on the temperature in the room and the molecular weight of species i:

ωi =

√
2.1171× 104

T

Mi

(4.8)

4.3.1.3 Gas-phase reactions

To solve the gas-phase chemistry, the lumped-species based mechanism RACM2 is used (Goliff

et al. 2013). This mechanism is modified by also taking into account surface reactions to adapt for

the indoor environment. It contains 117 species and 362 reactions in total. Among this mechanism,

11 heterogeneous reactions are included to solve the surface reactions.
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4.3.2 Simplification and modification in Coubertin

In the present study, different parameters of the model are characterized or simplified to adapt to

the known characteristics of Coubertin.

Considering the light, the grand hall is well lit by the light of sun through the transparent windows

on four walls, as well as the artificial lights inside the hall, to maintain the stability of the light

intensity. Therefore, the grand hall is assumed all illuminated by direct lights with homogeneous

intensities. However, the characteristics of the light and its intensity are not known. Therefore,

sensitivity tests assuming different glazing and light characteristics are conducted in section 4.5.4.2.

Indoor emissions are also neglected, because of lack of information about potential sources, such

as building materials, cleaning agents, and emissions from special sport events.

In the current version of the model, the deposition rate is only determined for gaseous species. To

model the deposition of BC, the transport-limited rate is modified to take into account the diameter

of particles, as detailed in the equation 4.6. For BC, a typical diameter of 100 nm is assumed ((Ning

et al. 2013, Reddington et al. 2013)).

4.3.3 Model parameter from CFD modeling

In order to evaluate the deposition velocity for different species, a set of boundary conditions are

needed for solving the equation. In the study of Hector AMINO (Galante Amino 2022), the CFD

model of the grand hall which is based on the 3D scan is built using the CFD tool Code Saturne. The

ventilation in the stadium is simulated without considering other physical and chemical processes.

For acquiring correct boundaries, the simulation using the information provided by the stadium man-

agement team about the air handling unit (AHU) is conducted. In this simulation, the blowing and

return winds are defined, with the blowing zone set as the inlet boundary condition and the extraction

one as an outlet. The friction velocity u∗ in Coubertin, which is used used to represent the shear stress

in the form of velocity, is defined in the wall function, which is detailed in Appendix 4.7.3. The mean

value of u∗ acquired from the aeraulic study in Coubertin with CFD modeling is 8.02× 10−4m/s.

4.4 Outdoor to indoor air exchange

In H2I model, the outdoor-to-indoor exchange rate kAER represents the air renewal rate, which is

dependent on the air handler in the hall. The value of the window filtration factor f ranges between

0.1 to 0.9 (Sarwar et al. 2002) and it needs to be determined for the modelling.

As defined in section 4.3.1.1, the filtration factor f represents the fraction of air exchange with out-

door air. Although some outdoor and indoor measurements are accessible, it is hard to determine the

window filtration factor as the ratio between indoor and outdoor concentrations vary along the time.

Therefore, in order to solve the exchange rate kAER and the filtration coefficient f , the measured out-

door and indoor concentrations are decomposed into a sum of signals using Fourier transform. Each
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term in the series has different amplitudes, which represent the ”weight” of each signal in forming

the total concentration. The objective of this transform is to find the appropriate fraction between

indoor and outdoor concentrations and also acquire the exchange rate with these concentrations. The

concentration of BC is used for finding the kAER and f because BC is considered as an inert particle

and do not participate in the gas-phase reactions nor in the surface reactions.

4.4.1 Discrete Fourier transform

As the time series of concentrations are finite sequences, the discrete Fourier transform (DFT) is

used in the study to represent the concentrations. Since there are only a finite number (N ) of input

signals and a separation T between samples, the DFT considers the input data is periodic, with the

period of NT . Therefore, the fundamental frequency of this signal is 1
NT

Hz. This leads to:

F [n] =
N−1∑
p=0

f [p]ej
2πn
NT

pT (4.9)

where F is the Discrete Fourier Transformation of f . Hereafter, ω is represented as ω = 0, 2π
NT
, 2π
NT

×
2, ..., 2π

NT
× (N − 1).

In order to acquire a representative air exchange and filtration rate over the period of measure-

ments, the measurements are smoothed by averaging the BC concentrations on an hourly basis.

4.4.2 Analysis of amplitude for each mode

Indoor and outdoor BC concentrations were transferred into the form of a discrete Fourier trans-

form. The amplitude of each mode p (Ampp) is the square root of the sum of the squares of the real

and imaginary parts of the DFT (Naeim 2001). Table 4.1 and table 4.2 present the amplitudes and the

fraction of each mode p (Frap ) for the outdoor and indoor signals respectively. The fraction Frap of

each mode is obtained from

Frap =
Ampp∑N−1

p=0 Ampp
(4.10)

It can be seen that both for indoor and outdoor concentrations, half of the concentrations are repre-

sented by the first mode (mode 0) of the Fourier transform, and about 90% of the concentrations by

the first 4 modes (mode 0 - mode 4).

Table 4.1 Outdoor amplitude for each mode.

mode 0 1 2 3 4 5 6 7 8 9 10 11 12
Ampp 4.60 0.33 0.78 0.40 0.12 0.03 0.12 0.15 0.05 0.06 0.02 0.05 0.08
Frap 67.8% 4.8% 11.5% 5.9% 1.8% 0.5% 1.8% 2.2% 0.7% 0.9% 0.2% 0.8% 1.1%
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Table 4.2 Indoor amplitude for each mode.

mode 0 1 2 3 4 5 6 7 8 9 10 11 12
Ampp 1.62 0.15 0.13 0.11 0.06 0.4 0.03 0.04 0.02 0.01 0.01 0.01 0.01
Frap 72.0% 6.8% 5.9% 5.0% 2.8% 1.7% 1.2% 1.6% 1.0% 0.5% 0.5% 0.4% 0.5%

4.4.3 Solve the parameters kAER and f

For BC, with the simplifications that are made in the section 4.3.2, the mass conservation of indoor

concentration can be expressed as follows:

∂Cin
i

∂t
= kAERfC

out
i − kAERC

in
i − kDEPC

in
i (4.11)

The deposition rate of BC can be calculated and equals 2.12 h−1 (Lai and Nazaroff 2000). Therefore,

using the DFT, the equation 4.11 for the p-th mode can be rewritten as:

jωCin
i (t)p = kAERfC

out
i (t)p − kAERC

in
i (t)p − kDEPC

in
i (t)p (4.12)

When p>0, the pth mode of Fourier series can be expressed as:

F [p] = (ap + jbp)e
jωt (4.13)

With ω = 2π
NT

× p and T is one hour. For the sake of clarity, T is omitted hereafter.

The concentrations can both be expressed using the DFT, with the pth Fourier coefficients ap in,

bp in for the indoor concentrations, and ap out and bp out for the outdoor concentrations. These coeffi-

cients are presented in Tables 4.3 and 4.4.

Table 4.3 Outdoor coefficients aout and bout for each mode.

mode 0 1 2 3 4 5 6 7 8 9 10 11 12
ap out 2.300 -

0.311
-

0.162
0.365 0.071 -

0.026
-

0.025
0.147 0.044 0.039 -

0.003
0.032 -

0.038
bp out 0 -

0.097
0.766 0.155 -

0.100
0.019 0.119 -

0.001
0.015 0.050 0.016 -

0.041
0

Table 4.4 Indoor coefficients ain and bin for each mode.

mode 0 1 2 3 4 5 6 7 8 9 10 11 12
ap in 0.809 -

0.131
-

0.023
0.127 -

0.023
-

0.012
0.023 0.013 -

0.011
-

0.002
0.004 -

0.009
0.006

bp in 0 0.080 0.129 -
0.045

-
0.059

0.036 0.015 -
0.034

0.020 -
0.010

0.011 0.002 0

For each mode, the parameters kAER p and fp can be obtained by solving the equations below:
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{
kAER p · ap in + kDEP · ap in − kAER p · fp · ap out = ωbp in

kAER p · fp · bp out − kAER p · bp in − kDEP · bp in = ωap in,
(4.14)

leading to 
fp =

ω(a2p in + b2p in)

ω(ap in · ap out + bp in · bp out)− kDEP (ap in · bp out − bp in · ap out)

kAER p =
ω · (ap in · ap out + bp in · bp out)

ap in · bp out − ap out · bp in

− kDEP

(4.15)

The model parameters kAER and f can be calculated from those for each mode multiplied by the

fraction Frap:


kAER =

N−1∑
p=0

kAERp Frap

f =
N−1∑
p=0

fp Frap

(4.16)

As shown in Tables 4.1 and 4.2, for the pth mode, the fractions Frap for the outdoor (Frap out)

and indoor (Frap in) amplitudes are slightly different. Therefore, two different estimations of the

parameters kAER and f may be obtained depending on whether the fractions Frap are those from the

indoor or outdoor signals.

For black carbon, the kAER and f computed from the indoor amplitude fractions are kAER = 4.1

and f = 0.39; the kAER and f computed from the outdoor amplitude fractions are kAER = 7.2 and

f = 0.44. Fig 4.9 shows the comparison between the simulated and measured BC concentrations.

The simulations using kAER and f from indoor and outdoor amplitudes show slight differences in

the performance of peak values and the general accordance in time variation. Considering the perfor-

mance of the peak, the kAER and f from outdoor amplitudes are chosen in the H2I model with the

values of kAER = 7.2 and f = 0.44.

4.5 Modeling of O3 and NOx in the H2I model

O3 and NOx are reactive gaseous species. Except for outdoor-to-indoor exchange and filtration,

the indoor concentrations of O3 and NOx also depend on various factors, such as surface removal

rate, and gas chemistry in the stadium with an influence of photolysis reactions. The impact of these

factors are discussed in the following sections.
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Fig. 4.9 Comparison of observed and simulated BC concentrations using kAER and f from indoor
amplitude (blue) and outdoor amplitude (red) of BC measurements.

4.5.1 Time variation of the simulated indoor concentrations

The simulations of the indoor concentrations of O3, NO and NO2 are conducted over the whole

period of measurement. The comparison between the simulated concentrations and the measurements

during the entire period is presented in Fig 4.10 and the hourly averaged concentrations over the

period are presented in Fig 4.11. In both figures, the black curve represents the indoor measured

concentrations, and the blue curve corresponds to the outdoor measured concentrations multiplied by

the filtration factor f . This corresponds to the outdoor concentration after filtration, as represented

in the model H2I. The red curve represents the simulated concentrations using the H2I model. The

simulation does not take into account the concentrations of indoor and outdoor VOC species. The

photolysis and the surface reactions are considered. The photolysis coefficients used in the simulation

are those estimated for borosilicate windows in H2I.

In general, for both diurnal concentrations and averaged hourly concentrations, the time varia-

tion of the simulated O3, NO and NO2 concentrations are in good agreement with the measurements.

However, for O3 and NO2, the simulated concentrations underestimate the peak values of the mea-

surements, and for NO, the simulated concentrations are overestimated. For O3, the simulated con-

centrations are significantly underestimated in the afternoon. The simulated concentrations of NO2

are also underestimated, but the largest underestimation is in the morning. For NO, the simulated con-

centrations are overestimated during almost all the day. The comparison of the blue and red curves

in Fig 4.10 and Fig 4.11 shows there is a clear separation between the filtrated outdoor concentration

(blue) and the indoor simulated (red) one. For O3, it looks like a simple filtration factor could almost

be enough to model the indoor concentration. However, this does not hold for NO and NO2. The

underestimation of O3 and NO2 and the overestimation of NO may come from the insufficient con-

version between NO and NO2. As there is no VOC concentrations considered in the simulation, the
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chemical regime may not be well represented in the model, where a large quantity of VOC species

exist because of the indoor emission from sports equipment and cleaning residues, the outdoor-to-

indoor exchange and other processes. In addition, the bias between the simulation and measurements

may come from the inaccurate photolysis reaction intensity used in the simulation. Due to the large

volume in the stadium, a number of artificial lights are needed to complement the lack of natural light.

The detailed light intensity and spectrum are not available in this study. The photolysis reaction rates

used in the simulation are thus approximated. This could result in a significant difference from the

reality.

In consideration of all of these uncertainties, sensitivity tests are conducted for different processes

to study their impact on the concentrations.

4.5.2 Outdoor and indoor NOx concentration ratios

The indoor NOx concentration is lower than outdoor NOx concentration, as shown in Fig 4.12,

which compares the hourly-varied indoor/outdoor NOx concentration ratio (IO NOx) (conducted with

NOx concentration in ppb) with the filtration f deduced from the BC concentrations. In the nighttime,

IO NOx is higher than f , whereas in the daytime, IO NOx is lower than f . The average IO NOx of

the day is 0.456, which matches well with f . Therefore, considering the concentration of NOx, the

outdoor NO and NO2 concentrations deduced are verified to fit the outdoor-to-indoor fraction.

4.5.3 Impact of heterogeneous reactions

In indoor environments, as the volume is limited, heterogeneous reactions on surfaces are more

important than in outdoor environments. In order to study the impact of surface reactions in Coubertin,

simulations were conducted for a specific day taking or not into account heterogeneous reactions on

surfaces, as shown in Fig 4.13, which presents the simulated concentrations of indoor O3, NO and

NO2 concentrations. Surface reactions have limited impacts on the concentration of O3, NO and NO2:

the impact is less than 3% for all of these species. The low impact of surface reactions is related to the

low friction velocity and the low ratio S/V between the surface and the volume of the room. As the

volume of the stadium is larger than other indoor environment, the impact of heterogeneous reactions

is much smaller.

4.5.4 Sensitivity tests

4.5.4.1 Impact of VOC concentrations

In this section, the impact of VOC concentrations on the simulated concentrations of O3, NO and

NO2 are discussed. Lacking comprehensive measurements of indoor and outdoor VOC concentrations

in Coubertin, measured VOC concentrations in a room in Marseille are used to estimate the potential

impacts of VOC on the concentrations.
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Fig. 4.10 Comparison between the simulated and measured concentrations of O3, NO and NO2 during
the entire simulated and measured period of measurements.
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Fig. 4.11 Simulated and measured concentrations of O3, NO and NO2. The concentrations are aver-
aged for the same moment in each day of the entire simulated and measured period of measurements.
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Fig. 4.12 Comparison between hourly indoor/outdoor ratios and the filtration factor f.

In the study of Marseille, 40 VOC species were measured. They were converted into 21 model

species and were interpolated every 15 min in the simulation as fixed indoor concentrations. These

VOC concentrations are used for the simulation of Coubertin on the 15th of June to study the sensi-

bility of O3, NO and NO2 concentrations to VOC concentrations.

The simulations with indoor VOCs last 6 h and 15 min (from 7h45 to 14h) to match with the

measurement time of Marseille. The reference simulation is the simulation without VOC species

(No VOC), i.e. the simulation presented in previous sections. Compared to the simulation without

VOC species, the addition of VOC species leads to an increase of the concentrations of O3 and NO2

and a decrease of the concentration of NO, which improves the comparisons to measurements in

Coubertin. The impact of VOCs on the concentrations of O3 and NOx is complex and depends on

species. Because of the relatively fast reactions for VOCs/O3 in indoor atmosphere (Weschler and

Shields 1996), the concentrations of O3 and NOx are impacted with the addition of VOC species.

However, as is shown in Fig 4.8, the comparison between the measurements of Marseille and

Coubertin shows significant differences in terms of time variation and order of magnitude of concen-

trations. Further sensitivity tests are therefore conducted by multiplying the VOC concentrations of

Marseille by different factors from 2 to 4. As done previously, these VOC concentrations are used

in the H2I model as indoor measurement records to study the impact on the air quality in Coubertin.

Fig 4.14 shows the results of the sensitivity tests, and the comparison with the measurements. The

VOC concentrations can improve the simulated results by increasing the concentrations of O3 and

NO2 and decreasing the concentrations of NO. For NOx, higher are the added VOC concentrations,

better are the comparisons to the measurements. The addition of VOCs favors the conversion from

NO to NO2. For O3, when the addition of VOC concentrations are 2 times the VOCs in Marseille, the
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Fig. 4.13 O3, NO and NO2 concentrations with and without heterogeneous reactions on surfaces.
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Fig. 4.14 Sensitivity test : impact of VOC concentrations on O3, NO and NO2.
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simulation reproduces the indoor concentration best compared with the measurements. The sensitivity

tests with VOC indoor concentrations show the significant potential impact of the VOCs on O3, NO

and NO2 concentrations. Future studies can be improved if indoor and outdoor VOC concentrations

are available for the input of the study.

4.5.4.2 Impact of photolysis

Lacking measurements for the light intensity and spectrum in the grand hall, the magnitude of

photolysis is uncertain in Coubertin. In order to study the impact of photolysis on the concentrations

of O3 and NOx in Coubertin, 3 different set of photolysis rates are used to test the sensitivity of indoor

air quality to photolysis reactions. These rates correspond to different light intensities, among which

two correspond to indoor environments with UVs-blocking windows and borosilicate windows, and

the other corresponds to the outdoor environment.

The sensitivity simulations were conducted for 6 h and 15 min with VOC concentrations from the

study in Marseille. The reference case does not take into account VOC concentrations but considers

the photolysis rates for borosilicate windows.

Fig 4.15 presents the sensitivity of O3, NO and NO2 to photolysis reactions. Generally, the activa-

tion of photolysis reactions increase the concentration of O3 and NO, but decrease the concentration

of NO2. The activation of photolysis leaded to the formation of O3 due to the decomposition of NO2.

O3 and NOx concentrations are sensitive to photolysis reactions. For O3, the increase ranges from

8% to 191% on average, according to different photolysis constant used. The decrease of NO2 ranges

from 5% to 27% and the increase of NO ranges from 15% to 67%.

Therefore, photolysis reactions can be a key factor that impacts the concentration of O3, NO

and NO2 in the stadium. In the simulation, the photolysis rate corresponding to the wind filtration

using UV-blocking windows has a better agreement with measurements, which indicated that the

photolysis rate inside the stadium could be low. Either the intensity of indoor light radiation is low

or the wavelength range is short. As the light intensity and the light spectrum are not available in the

stadium, the quantitative accuracy cannot be determined in our simulations.

4.6 Conclusions

In this chapter, the indoor air quality in an enclosed stadium is studied. Measurements of the ge-

ometric parameters and indoor and outdoor air quality are conducted for Pierre de Coubertin stadium

by the partners of the project, which offer the input conditions for the modeling of the indoor air

quality in the stadium, and provide a credible reference for the model evaluation.

The 0D IAQ model H2I, which takes into account not only the atmospheric chemistry in gas

phase, but also heterogeneous chemistry on surfaces, is used for the modeling of the air quality in the

stadium. The model parameters of deposition are determined using the simulation results of the CFD

modeling for the same indoor space conducted by our colleagues.
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Fig. 4.15 Sensitivity test: impact of photolysis on O3, NO and NO2.
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The model parameters of ventilation are determined by analyzing the indoor and outdoor concen-

trations of black carbon. Regarded as an inert matter, only the ventilation and the deposition processes

are considered in the modeling of BC. The outdoor to indoor exchange rate kAER and the filtration

factor f are determined numerically by the Fourier transformation of the mass conservation equation

for the experimental indoor and outdoor concentrations of BC.

These parameters are used in the H2I model for simulating the indoor concentrations of O3 and

NOx (NO and NO2) in the stadium. Simulations are performed for 24 days from 28th of May to 20th

of June in the year of 2021, when the measurements were also conducted during this period.

The simulated results of the entire period and the daily averaged values show a good agreement

in the time variation of the indoor concentrations of O3 and NOx. However, compared with the

measurements, the simulations underestimate the peak values of O3 and NO2 but overestimate the

concentration of NO. Due to the uncertainties of various factors in the simulation, the inconsistency

between the simulation results and the measured values may be explained by the lack of VOC con-

centrations and the bias of parameters in photochemical reactions. In order to improve the simulation

results and study the impact of different processes on the indoor air quality, sensitivity tests are con-

ducted for the surface reactions, photolysis and VOC concentrations. The surface reactions lead to a

decrease of O3 and NO2 and an increase in NO concentration. Due to the smaller surface/volume ratio

in the stadium than in other indoor environment, the impact of surface reactions are limited. Although

the indoor VOC concentrations are not precised in the simulation, the addition of VOC species does

increase the conversion between NO and NO2, which results in the increase of NO2 and O3, and the

reduction in NO concentrations. Higher the VOC concentrations added in the simulation, higher the

impact of VOCs acted on O3 and NOx. The different coefficients in photolysis reactions may also

impact significantly the concentration of pollutants in the stadium. Because of the uncertainty in light

intensity and spectrum in the stadium, different types of photolysis reactions have been applied in the

simulation.

In this study, a simplified 0D IAQ model is used to simulate the air quality in an enclosed stadium.

Due to the uncertainty of various parameters and the limitation in 0D model, although the general

time variation is well reproduced for different species, the peak values are not simulated well with

the model performance. In the future study, more input conditions are needed to make the simulation

more accurate. The 0D H2I model can also be coupled to the 3D CFD model, to take into account the

aeraulic impact of the airflow in the 3D space. In addition, different conditions considering or not the

public can be modeled to help predicting the air quality in the stadium with sports events.
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4.7 Appendix

4.7.1 Measurement data of VOCs in Coubertin

Table 4.5 Measurement VOC concentrations in Coubertin on the 15th June.

species 8-10h 10-12h 12-14h 14-16h 16-18h 18-20h 20-22h 22-24h

Dichloromethane 0.3 0.3 331.2 0.3 0.3 0.3 65.5 0.3

Acetic acid 0.3 2.4 0.3 1 0.3 1.1 1.3 1.7

2-Butanone 4 7.1 4.5 2.8 5.1 5.8 4.6 2.4

Benzene 2 3.2 1.5 1.5 2.5 2.7 2.2 0

Silanediol,

dimethyl-

19.6 3.7 21.1 10.8 8.7 18.3 12.4 25.6

Toluene 6.3 3.5 3.2 2.6 2 2.9 3 2

Cyclotrisiloxane,

hexamethyl-

153 55.1 41.2 34 36.1 56.8 34.1 87.8

2,4-Dimethyl-1-

heptene

4.1 2.5 1.9 1.7 1.7 2.2 1.5 3.9

Oxime-,

methoxy-phenyl-

2.6 0.3 3.2 1 0.3 3.7 8.9 5.4

Styrene 1.3 1 0.8 1.1 0.8 0.3 0.8 0.3

Cyclotetrasiloxane,

octamethyl-

70.3 10 6.7 6.3 6.7 6.8 5.4 9.2

Benzaldehyde 1.1 0.9 0.8 0.9 0.8 0.3 0.3 0.3

Octanal 1 0.3 0.3 1.9 1.1 1.1 1.3 1.1

2-Propanol,

1-(2-methoxy-1-

methylethoxy)-

(DPGME)

1 0.3 0.3 0.3 0.3 0.3 0.3 0.3

1-Hexanol, 2-ethyl- 4.7 0.3 0.3 1.1 0.3 0.3 0.6 0.3

Eucalyptol 5.4 0.3 0.3 0 0.3 0.3 0.3 0.3

2-Phenyl-2-

propanol

5.8 2.6 2.6 3.3 2.4 2.7 2.1 2.9

Nonanal 4 4 4.2 9 5.2 5 7.1 5.4

Cyclopentasiloxane,

decamethyl-

9.1 1.7 1.5 1.1 1.2 1.3 1.8 2.3

Camphre 4.1 0.3 0.3 0.3 0.3 0.3 0.3 0.3

Decanal 2.8 3.3 3.1 4.3 3.4 4 4.1 3.8

Continued on next page
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Table 4.5 – continued from previous page
species 8-10h 10-12h 12-14h 14-16h 16-18h 18-20h 20-22h 22-24h

Thiophene,

tetrahydro-,

1,1-dioxide

82 69.4 53.1 44 45 53.7 36.6 69.9

Cyclohexasiloxane,

dodecamethyl-

2.8 1 0.7 1.1 0 1.1 1.2 1.3

Hexadecamethyl

octasiloxane

1.3 1.2 1.4 1.1 0.8 1.9 1.1 1.9

Alcane ramifié C15 3 2.5 3.2 3.7 3.6 4 3.6 5

Pentadecane 1.8 0.9 2.2 2.6 1.3 2.6 2.3 2.1

Hexadecane 1.9 2 1.9 2.2 1.3 0 2.5 2.4

Diethyl Phthalate 42 23.7 15.6 13.4 13.7 15.9 11.3 20.1

Diisobutyl phthalate 22.9 6.1 0.3 0.3 0.3 0.3 0.3 0.3

Dibutyl phthalate 96.9 38.2 14.7 13.7 3.4 6.5 0.3 0.3

Ethyl acétate 1.1 2.3 2.3 0.3 0.3 0.5 0.3 0.3

Ethyl tert-butyl

éther

0.3 1 0.3 0.3 0.4 1.2 0.3 2.2

3,5-Dithiahexanol

5,5-dioxide

11.3 3 7.5 15.9 14.5 38 12.5 48

2,2-Diméthylhexane 1.5 1.8 5.1 0.7 0.3 0.4 0.3 0.3

Heptane 1.5 1.1 1.2 1.7 0.3 0.9 0.7 2.2

Hexanal 1 0.3 0.3 0.4 0.3 0.3 0.3 0.3

1-Butoxy-2-

propanol

0.3 6.4 5.5 4.2 1.7 0.3 0.3 0.4

2,2,4,6,6-

Pentamethylheptane

2.7 2.4 6.4 3.5 1.1 1 0.3 1.7

Dodécane 1.2 1.1 0.7 1 0.3 0.8 0.3 0.6

Tridécane 2.2 1.6 1.9 1.6 0.6 1.3 1.3 2.1

Tétradécane 4.5 3.5 4 3.7 3.2 4.5 4.6 4.7

4.7.2 List of stations

4.7.3 Wall boundary conditions with two friction velocity scales

In order to model the high levels of mixing due to the turbulence in the vicinity of the wall, wall

functions are set in the CFD model. A dimensionless analytical velocity value u+ that represents

the realistic non-linear profile of the velocity is proportional to the cell centre to wall dimensionless

distance y+. These two dimensionless parameters depend on the level of turbulent kinetic energy by
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Table 4.6 List of stations for the measurement of NOx in 2020 and their distances from Coubertin.

Station Distance
(km)

PA01H 7.16
GEN 10.42

OPERA 6.82
AUT 4.53

BASCH 5.24
BONAP 6.02
CELES 7.86

DEF 6.12
EIFF3 3.8
NEUIL 5.58
PA07 4.62
PA13 7.67
PA18 9.28
HAUS 7.04

BP EST 4.53
ELYS 5.19
VERS 9.96
PA15L 1.1

the wall shear stress τwall and the turbulent kinetic energy (two friction velocity scales).

The simplified momentum balance in the first boundary cell is shown as follows:

(µ+ µT )
∂u

∂y
= τwall (4.17)

For high y+, the friction velocity based on the turbulent kinetic energy in the first cell is presented as

follows:

uk =

√√
Cµk (4.18)

If y+ and the intensity of turbulence is low:

uk =

√
g
ν|urI′|
y

+ (1− g)
√
Cµk (4.19)

Where g is a blending factor defined as g = exp(−
√
ky

11ν
) The the friction velocity u∗ is defined as:

u∗ ≡ τwall

ρuk
(4.20)

Therefore, equation 4.17 is written as:

(1 +
µT

µ
)
∂u+

∂y+k
= 1 (4.21)
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Where u+ ≡ |ur
I′ |
u∗ and y+k ≡ yuk

ν
.

Using the Prandtl mixing lengh theory, the following equation can be obtained:

(1 + κy+k )
∂u+

∂y+k
= 1 (4.22)

Two areas are defined, when µT

µ
≪ 1, µT

µ
is neglected in the velocity profile:

u+ = y+k (4.23)

When µT

µ
≪ 1, the velocity profile becomes logarithmic, as:

y+k
u+

=
y+k

1
κ
ln(y+k ) + Clog

(4.24)
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CHAPTER 5

Conclusions and perspectives

5.1 Conclusions

In this manuscript, indoor and outdoor air qualities in urban areas are modeled with local-scale

air quality models. Different physical and chemical processes affecting the transportation and the

formation of pollutants are taken into account in the development of numerical tools.

The context of the study is presented in Chapter 1, including the brief introduction of air pollutants

and processes, as well as different models that are used in the air quality simulations. Chapter 2, 3, 4

present the modeling of air quality in an urban street canyon and in an enclosed stadium. CFD model

is used for simulating the evolution of gaseous and particulate pollutants in the street. Conventional

CFD methods in which pollutants are regarded as passive scalars cannot reproduce the interaction

between pollutants, leading to the inconsistency with observations. Therefore, a coupled method

between the chemical module SSH-aerosol and the CFD model is developed for modeling the street.

This allows the activation of gaseous chemistry and aerodynamics, making it possible to reproduce

the formation of secondary pollutants. In order to study the impact of trees on the pollutants in the

street, tree models are integrated in the model of street, aiming at providing the qualitative evaluation

on the tree impact with high efficiency. Aerodynamic impact of trees crowns, which is parameterized

according to different tree characteristics, is focused in this study, alongside with the atmospheric dry

deposition on leaves surfaces and the impact of tree VOC emissions. Considering indoor air quality,

the simulations are conducted through a 0D indoor air quality model which takes heterogeneous

chemistry into account. Model parameters of the ventilation are determined with the analysis of

Fourier transformation for the indoor and outdoor measured concentrations of black carbon.

The modeling of air quality in the street is realised through the CFD-chemistry coupled model.

The grid sensibility and the time step sensibility are analysed to find the most computationally cost-

effective method for conducting simulations. The comparison between measured and simulated con-

centrations of gas species NO2 and PM10 within the street presents a better agreement based on the

coupled model than conventional CFD model. However, the black carbon concentration is always

underestimated, which may be explained by the underestimation of non-exhaust emissions (tire and

road wear). Considering the spatial distribution of pollutants, because of the traffic emissions, the

mass and number concentrations of particles are higher in the street than in the background. For all
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PM compositions, the particle concentrations are higher in the leeward side of the street than in the

windward side at the pedestrian level. Inorganic and organic particles in the street are largely im-

pacted by aerosol dynamics. For inorganic condensables, the increase of their condensation is mainly

due to the ammonia emission by traffic. Aerosol dynamics lead to a large increase of ammonium

nitrate from precursor gas emitted in the street canyon. The variation of organic aerosols is mainly

influenced by the formation of inorganic aerosols and the characteristic of hydrophilic.

The impact of trees on the transportation and formation of pollutants is complex in the street.

VOC emissions by trees have a limited impact on condensables, except on extremely-low volatile

compounds (ELVOCs) formed from monoterpene autoxidation. Although this increase of ELVOC

concentrations may not impact significantly the organic aerosol mass, it could impact the formation

of ultrafine particles in the street. As the wind speed above the street strongly impacts the charac-

teristic time of dispersion, low wind speed may lead to more organic condensables produced (by 1%

to 7%). The impact of dry deposition deposition depends on pollutants with different solubility and

volatility. Deposition is high for HNO3 with an impact of 6% for urban surfaces and as much as 25%

for vegetation. Tree crowns impact pollutant dispersion, causing an accumulation of traffic emissions

at the pedestrian level near the leeward side of the street. Therefore, considering the overall impact of

trees, concentrations of traffic emitted species (NO, NO2, CO, NH3, ISVOCs) increase because of the

dominant aerodynamic effects. The presence of trees promotes their accumulation in the street and

increase their average concentration. Organic condensables from tree VOC emissions are formed in

the street only in the case of low wind speed above the street. For the inorganic condensable HNO3,

the presence of trees leads to a decrease of concentration because of the impact of dry deposition

on vegetation. As the limiting factor for the formation of ammonium nitrate in the street is prob-

ably NH3, the inorganic aerosol concentrations could still increase because of the increase of NH3

concentrations.

The use of the 0D indoor air quality model is also proved to be feasible for simulating the indoor

air quality in the stadium. The model parameters determined through the analysis of measured black

carbon concentrations present a good agreement in temporal variations with measurements for the

simulations of O3 and NOx, which demonstrates the reasonable choice of the air exchange rate ac-

quired. However, for the order of magnitude of concentrations, the under-estimation of O3 and NO2

and the over-estimation of NO cannot be neglected. Various uncertainties for input concentrations

in the model may be explained for the bias. Sensitivity tests for different processes are therefore

conducted in the simulation to assess whether there is an improvement for approaching the measured

concentrations. Because of the large volume in the stadium, the impact of surface reactions is much

smaller than in other indoor environments, leading to the variations less than 1% in O3 and NOx

concentrations. The addition of indoor VOC concentrations has a significant impact for improving

the simulation results by promoting the conversion from NO to NO2. Due to the high-NOx chemical

regime in the stadium, O3 concentrations are also increased with the insertion of VOC species. Pho-

tolysis rate is another factor which influences substantially the indoor O3 and NOx concentrations.

Sensitivity tests on the photolysis show a non-neglectable impact of window glazing. Photochemical
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reactions in the stadium with UV-blocking windows match better with observations.

5.2 Perspectives

This study presents two local scale indoor and outdoor air quality models. The outdoor air quality

model is a coupled CFD-chemistry model and the indoor air quality model is a 0D air quality model.

To save the computational cost, the outdoor CFD models are built with a simplified 2D geometry,

with a perpendicular wind direction. For the indoor air quality modeling, uncertainties of model

parameters impact the accuracy of simulated results. In the future study, different possibilities for the

model development are discussed in the following sections.

5.2.1 Outdoor air quality model development

For the coupled CFD-chemistry model, first of all, instead of the present 2D geometry, a more

realistic 3D geometry should be built as the residence time and reaction rates of pollutants are im-

pacted by urban geometry in more general cases, leading to a shorter time and a higher rate in the

3D street models than in 2D models. Besides of the impact of 3D geometry, different wind directions

should also be considered. By comparing the simulation results in different wind directions with

measurement, the evaluation of the model performance would be more comprehensive and realiable.

In addition, the CFD model might be constructed with more complex street networks, in order to

study the interact impact between different streets and to acquire a more representative conclusion for

individual districts.

Considering the numerical solution of turbulence and motion of the fluid in CFD models, models

based on LES calculation can be developed. Although with higher computational cost, LES models

may provide a more accurate performance in simulating flow characteristics, which may result in a

better comparison with observations.

For studying the impact of vegetation on the air quality in the street, different vegetation scenarios

including a variety of vegetation type and vegetation characteristics, as well as different planting

methods can be considered in the study. Sensitivity analysis of these different parameters should be

conducted, in order to investigate they influence the impact of vegetation on the local air quality in

the street.

5.2.2 Indoor air quality model development

The present H2I model used in the indoor air quality modeling for an enclosed stadium is an

effective simulation tool taking into account various physical and chemical processes. However, the

uncertainties of model input conditions lead to the bias between simulated results and measurements.

In the future study, the following parameters can be precised for improving the simulated results.

VOC species impact significantly the concentration of other pollutants. While the positive or negative
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impacts of VOCs on the increase of O3 and NOx concentrations depend on different species, as is

shown by the sensibility tests, the main composition of VOC species in the stadium and the sources of

their emission should be determined. At the same time, photochemical reactions is also an important

factor affecting the indoor air quality. Light intensity and light spectrum should be determined in

the stadium for acquiring the appropriate photolysis rates in the model. In addition, the outdoor air

pollutant composition measurement is not complete, leading to the insufficiency of the outdoor-to-

indoor exchange and filtration in species, especially the lack of measurements for some important

radicals may result in the inaccuracy in oxidation reactions.

Meanwhile, only black carbon is taken into account as an inert aerosol in the model. Aerosols

dynamics are not considered. Since PM is also an essential health menace in indoor environments,

the modeling of aerosols should be developed in future models.
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‘Black carbon mass size distributions of diesel exhaust and urban aerosols measured using differential

mobility analyzer in tandem with aethalometer’, Atmospheric Environment 80, 31–40.

Niroomand, N., Bach, C. and Elser, M. (2021), ‘Vehicle dimensions based passenger car classification

using fuzzy and non-fuzzy clustering methods’, Transp. Res. Rec. 2675(10), 184–194.

109



Nowak, D. (1996), ‘Estimating leaf area and leaf biomass of open-grown deciduous urban trees.’,

Forest Sci. 42(4), 504–507.

Nowak, D., Crane, D. and Stevens, J. (2006), ‘Air pollution removal by urban trees and shrubs in the

United States’, Urban For Urban Green. 4(3-4), 115–123.

Nowak, D., Hirabayashi, S., Bodine, A. and Hoehn, R. (2013), ‘Modeled PM2.5 removal by trees in

ten US cities and associated health effects’, Environ. Pollut. 178, 395–402.

OpenFOAM (2022), ‘Openfoam user guide’, Available at https://www.openfoam.com/

(2022/12/01).

Organization, W. H. et al. (2018), Air pollution and child health: prescribing clean air: summary,

Technical report, World Health Organization.

Osseiran, N. and Lindmeier, C. (2018), ‘9 out of 10 people worldwide breathe polluted air, but

more countries are taking action’, Available at https://www.who.int/news/item/02-05-

2018-9-out-of-10-people-worldwide-breathe-polluted-air-but-more-

countries-are-taking-action (2018/05/02).

Owen, S., Boissard, C. and Hewitt, C. (2001), ‘Volatile organic compounds (VOCs) emitted from 40

Mediterranean plant species:: VOC speciation and extrapolation to habitat scale’, Atmos. Environ.

35(32), 5393–3409.
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