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Résumé
La microscopie de fluorescence super-résolue par localisation de molécules uniques appelée
Single Molecule Localisation Microscopy (SMLM) offre une sensibilité compatible avec
l’émission d’un émetteur individuel et une résolution de l’ordre de dizaines de nanomètres.
La SMLM s’impose actuellement comme un outil important pour identifier les assem-
blages moléculaires au sein d’une cellule. Dans ce contexte, le multiplexage, c’est-à-dire
l’imagerie simultanée de plusieurs émetteurs fluorescents permettant de révéler différentes
biomolécules, reste un défi à relever. Dans cette thèse, les caractéristiques de fluorescence
des émetteurs, telles que le flux, sont utilisées comme une nouvelle source de contraste
pour imager différentes protéines, et permet également de venir améliorer des approches
de demixage basées sur les propriétés spectrales des fluoropphores. La deuxième pro-
priété, la durée de vie de fluorescence, est utilisée pour concevoir de nouvelles approches
pour l’imagerie de fluorescence résolue en temps FLIM. Généralement, l’identification de
différentes protéines est basée sur une méthode d’acquisition séquentielle de fluorophores
ayant des spectres d’émission suffisamment différents. Ces méthodes présentent différents
inconvénieents comme l’utilisation couteuse de plusieurs lasers, en fonction des gammes
de longueur d’onde utilisées l’imapct des aberrations chromatiques peut entrainer des bi-
ais de mesures importants, de plus la vitesse d’acquisition est nécéssairement impactée
par la nécessité des acquisitions successives. Dans la première partie de cette thèse, une
nouvelle stratégie de démixage est présentée, basée sur le flux de fluorescence d’un flu-
orophore. Lorsque des facteurs tels que l’illumination, l’efficacité de la collection et son
environnement chimique local sont contrôlés, le flux détecté dépend du type d’émetteur
du fluorophore, et peut être utilisé pour distinguer différentes espèces. Comme cette tech-
nique est indépendante des spectres d’émission, elle peut être appliquée à des fluorophores
dont les spectres sont très proches, et peut être mise en œuvre avec un système de micro-
scopie SMLM monocameéra standard SMLM sans nécéssité de matériel supplémentaire.
De plus, cette approche peut également permettre d’améliorer l’efficacité du démixage
dans un système de spectral demixing conventionnel. La deuxième partie de la thèse se
concentre sur de nouvelles approches pour la microscopie de fluorescence résolue en temps
Fluorescence Lifetime Imaging Microscopy (FLIM) basé sur le flux émis. Nous proposons
deux nouvelles stratégies basées sur le flux dans lesquelles il n’est pas nécessaire d’utiliser
un laser pulsé ou un système de détection rapide et coûteux. Dans le régime de saturation
d’un fluorophore, le flux émis dépend de la durée de vie de la fluorescence. Cela peut être
utilisé pour estimer les durées de vie et pour distinguer deux émetteurs fluoroscents. Dans
la première configuration, on utilise un laser continu déclenché pendant des portes dans
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Chapter 0. Résumé

la gamme des microsecondes afin de saturer le fluorophore. À saturation, le flux détecté
dépend du nombre maximal de cycles d’absorption-émission de fluorescence et donc de la
durée de vie de la fluorescence. La variation du signal détecté en fonction de l’excitation
jusqu’à la saturation nous permet de retrouver la durée de vie de fluorescence. Comme
preuve de concept, nous avons pu distinguer deux types de billes fluorescentes incorpo-
rant deux fluorophores de durée de vie différentes. La deuxième configuration implique
l’utilisation d’un laser pulsé avec une ligne à retard optique pour contrôler le délai entre
deux impulsions successives. A saturation, en raison de l’anti-bunching, le signal détecté
intégré sur une série donnée de doubles impulsions dépend du retard entre ces impulsions.
La durée de vie de la fluorescence peut être extraite à partir d’acquisitions de signaux
avec un retard variable. La théorie de cette technique et la configuration du montage sont
présentées dans cette thèse.

Mots clés : Super-résolution, Microscopie, Multiplexage, Flux, SMLM, FLIM, Satura-
tion

iv



Abstract
Single Molecule Localization Microscopy Single Molecule Localisation Microscopy (SMLM)
is a one of the super-resolution fluorescence microscopy, it exhibits a sensitivity down to
an individual emitter and offers a resolution in the order of tens of nanometers. SMLM
is central in unravelling molecular assemblies and molecular dynamics within a cell. In
this context multiplexing which is the imaging of multiple fluorophore emitters simulta-
neously via labelling of various types of bio-molecules is still a challenge and is highly
desirable. In this thesis fluorescence characteristics of fluorophore emitters such as flux is
presented as a novel technique for multiplexing but also improved approach for spectral
demixing, and the second property being lifetime is used to design new techniques theo-
retically and experimentally for Fluorescence Lifetime Imaging FLIM. Multiplexing and
demixing is either based on a method of sequential acquisition of targeted fluorophores
or with fluorophores having sufficiently different spectra. These methods are expensive
setups due to multiple laser, prone to chromatic aberrations and slow in terms of acqui-
sition. In the first part of this thesis, a novel demixing strategy is presented based on
fluorescence-flux of a fluorophore. When factors such as illumination, collection efficiency
and its local chemical environment are controlled, detected flux depends on the type of
fluorophore emitter, and can be used to distinguish different species and perform simulta-
neous demixing. As the technique is independent of emission spectra, this technique can
be applied to spectrally overlapping fluorophores, and can be implemented with standard
SMLM monocamera system with no additional hardware. This can also further enhance
the efficiency of demixing in a conventional spectral demixing system. The second part
of the thesis focuses on novel approaches to perform Fluorescence Lifetime Imaging Mi-
croscopy (FLIM) based on the emitted flux. We propose two new flux-based strategies
in which one does not require a pulsed laser or a fast and expensive detection systems.
In the saturation regime of a fluorophore, emitted flux depends on fluorescence lifetime.
This can be used to estimate lifetimes and to distinguish two fluorophore emitters. In the
first configuration, a continuous wave laser gated in the microsecond range is used that
can saturate the fluorophore. At saturation the detected flux depends on the maximum
number of fluorescence absorption-emission cycles and hence on the fluorescence lifetime.
The variation of the detected signal as a function of the excitation up to saturation enables
us to retrieve the fluorescence lifetime. As a proof of concept, we distinguish two types of
fluorophore beads with this configuration. The second configuration involves the use of a
pulsed laser with an optical delay line to control the time delay between two successive
pulses. At saturation, due to anti-bunching, detected signal integrated over a given series
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Chapter 0. Abstract

of double pulses depends on the delay. The fluorescence lifetime can be retrieved from sig-
nal acquisitions with a varying delay. The theory for this technique and the configuration
of the setup are presented in this thesis.

Keywords : Super-resolution, Microscopy, Multiplexing, Flux, SMLM, FLIM, Satura-
tion
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Chapter 1
Introduction to Fluorescence Microscopy

In this chapter we are going to briefly discuss fluorescence thereby motivat-
ing fluorescence microscopy, especially in the biological context. This chapter
elucidates various techniques of fluorescence microscopy followed by techniques
in super-resolution microscopy to overcome the diffraction barrier. We discuss
Single Molecule Localisation Microscopy (SMLM) which is the go-to technique
in biological fluorescence super-resolution imaging. We classify existing SMLM
techniques into two types based on how sparsity of fluorophore tags is achieved.
Techniques which rely on a deterministic approach and the other, on a stochas-
tic approach. We discuss the stochastic approach of DNA-Point Accumulation
for Imaging in Nanoscale Topography (DNA-PAINT) in depth and its versa-
tility and advantages over other techniques. This chapter also motivates the
limitations of various techniques, especially with regard to multiple fluorophore
imaging (multiplexing) in biological samples.
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Chapter 1. Introduction to Fluorescence Microscopy

1 Introduction to Fluorescence Microscopy

Fluorescence microscopy is one of the most common techniques used to image biological
samples. Here we present an example of a fluorescence microscopy image in Figure 1.1.

Figure 1.1: Figure illustrating transmission image through a simple microscope versus the
fluorescence image of the same [Bourg, 2016]. The sample is a COS7 cell with microtubules
tagged with AF560.

Before we go into further details of the system, we briefly explain what fluorescence is and
why it is especially relevant for imaging biological samples. All molecules consist of atoms
whose electrons can be pumped to an excited state with a certain range of wavelengths
that contribute to the corresponding energy to transition from the ground state to the
excited state as indicated in Figure 1.2. While spontaneously relaxing to the ground state
the electrons emit photons and this process is called fluorescence. Due to the fact that an
atom has several vibrational states at each energy level where electrons can transition to;
within a given state, as shown in Figure 1.2, the excitation and relaxation is thus across
a range of wavelengths defined as the absorption and emission spectra respectively shown
in Figure 1.2 (b). An illustrative example of this is depicted in Figure 1.2 through the
Jablonski diagram. The emitted fluorescence is always of lesser energy due to vibrational
relaxations and this introduces a shift towards a higher wavelength for the peak emission
when compared to the peak excitation for a given atom. This is called Stokes shift as we
see in Figure 1.2 (b) (shift of wavelength for Blue (excitation) to Green (emission)). This
is very useful for biological imaging since the emission is highly specific to the molecule.
This places fluorescence imaging as a go to approach when it comes to imaging biological
samples. The characteristic lifetime for decay is called the lifetime of the fluorophore. At
times depending on the local environment there can be Förster Resonance Energy Transfer
(FRET) wherein through dipole-dipole coupling of the excited atom to an ambient atom
energy transfer occurs. But we will discuss more on the lifetime aspect of fluorophore
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1. Introduction to Fluorescence Microscopy

Figure 1.2: Absorption-emission spectra of a fluorophore emitter. The corresponding fine
energy transitions are depicted above. Molecules in the ground state S0 absorbs incoming
photons in the excitation beam to reach the excited state S1. They then undergo a
relaxation, dissipating energy, returning to the ground state through spontaneous emission
[Schreiber, 2018].

emitters in Chapter 4.

In fluorescence microscopy images as seen with an example image in Figure 1.1,
molecules are used to tag organelles through binding them to the protein present in the
organelle of choice, and they transition to the excited state upon illumination of light.
(Some molecules in the cell do have auto-fluorescence depending on the wavelength of ex-
posure. This does hinder fluorescence imaging but fluorophore tags are designed to have
higher emission and are highly specific unlike interstitial molecules from cellular path-
ways.) Molecules then fluoresce, emitting photons, which are then collected by detectors
as a proxy for the organelle. The fluorescent molecule is chemically designed to have
affinity to the organelle of choice, this is done either by transfecting cells so that they are
genetically encoded to produce fluorescence or through using antibodies as binding agents
to tag target organelles in a sample, more of which will be discussed in the next Section.
The sample is then illuminated with the corresponding wavelength of light using a laser
which excites the molecules and they spontaneously emit photons (fluorescence) which is
detected using a detector like a photon counter or a camera. If one wants instantaneous
spatial information (widefield microscopy) a camera is used otherwise in the case of a
confocal microscope (point based imaging) each point is scanned and the photon counter
counts the signal and repeats this on moving to the next spot. The fluorescence signal
is the number of photons, that is, the number of cycles of fluorescence of the fluorescent
molecule (each cycle emits one photon). This has to be significant enough to be detected
by the detector. Each molecule has its characteristic lifetime, absorption cross section,
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Chapter 1. Introduction to Fluorescence Microscopy

quantum yield (function of local environment). We will discuss all these parameters in
depth in the coming Chapters. To excite a molecule, the right wavelength of light has to
be used which is decided based on the absorption spectrum of the molecule. Excitation
using a laser closer to the absorption peak wavelength yields more signal/photons from
the molecule for the same excitation power.

1.1 Introduction to Fluorescence Microscopy Setup

Figure 1.3: Dichroic filter wavelength range. The Spectrum highlighted in Blue doesn’t
get transmitted, but the spectrum highlighted in Green does get transmitted through the
filter1.

The optical setup used in fluorescence microscopy is composed of lasers to excite the
fluorophore, an inverted microscope with high Numerical Aperture (NA), magnification,
immersion objective and a detection channel with a camera and/or photon counter. As
part of the detection channel, there is always a dichroic (a wavelength based filter as
indicated in Figure 1.3) that transmits and reflects light based on a cut off wavelength.
This is to prevent the excitation beam from registering as part of the signal/detection.
The dichroic is sensitive to directionality since its properties are due to a surface coating.

As shown below in Figure 1.4 (a) The setup on the left outlines the main components
for widefield fluorescence microscopy. The beam illustrated is impinging on the dichroic
mirror and goes through the objective onto the sample and the emitted light from the
sample passing through the dichroic mirror, then the emission filter (filter open only to
emission wavelength of the fluorophore of choice) and finally reaches the detector which is
a camera in this case. Widefield imaging has the main disadvantage of collecting photons
from all planes, thus having a background which is usually constant and can be corrected
for. But due to this, one can image up to only a few microns in the sample. However
widefield also allows for the use of a camera giving all the spatial information in one frame.

1https:\kern-\h@ngcolonwd\kern\h@ngcolonwd//www.chroma.com/knowledge-resources/
about-fluorescence/fluorescence-filters/fluorescence-filter-types
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The point based method for example, the confocal has the advantage of reducing the
background by using a diaphragm/pinhole to image only one plane of the sample as demon-
strated in Figure 1.4 (b). But a fast photon counter/photodetector needs to be used to
scan the image point by point. It also requires an optimization between scanning area and
scanning speed. This is valid for 2D imaging. For 3D imaging the plane of focus has to
be moved axially.

Figure 1.4: Optical setups used in fluorescence microscopy. (a) Widefield microscope.
The excitation beam is sent through the objective lens to create a wide homogeneous
excitation. The fluorescence is collected by the same objective and separated from the
excitation beam thanks to a dichroic beam splitter. Finally, the image is formed on the
camera. (b) Point scanning microscope. The excitation beam is focused through the
objective on a tiny region of the sample, and the fluorescence is collected by the same
objective, separated from the excitation thanks to a dichroic beam splitter, and sent on a
monodetector (such as a photodiode). In the confocal microscope, a pinhole is added in
the detection path to get rid of the out-of-focus signal. [Bourg, 2016]

Generally we also have microscopes implemented in Total Internal Reflection Fluores-
cence (TIRF) configuration. Wherein there is a mismatch of refractive indices and the
beam gets focused in the back focal plane and is at an angle beyond the critical angle.
Thus the beam is reflected at the glass interface and an evanescent wave is created at the
coverslip. The penetration depth of this is around half the wavelength of the beam, thereby
reducing the background to a large extent. For this a large NA is very important. And
then there is Highly inclined and Laminated optical sheet (HiLo) which also suppresses the
background. HiLo permits the benefit of having an inclined excitation which can be used
for sectioning deeper but as a trade-off we have a smaller Field of View (FOV), within the
sample due to the pseudo light sheet generated. And for an angle less than the critical
angle we have epi-fluorescence which has significant background. Thus, HiLo and TIRF
is used to suppress background and inhomogeneity in z (axial plane).

Now that we have covered fluorescence, fluorescence microscopy and both point based
as well as widefield microscopy we move on to the challenge of optical microscopy, the
diffraction limit in the coming Section.
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2 Diffraction limit

All types of microscopy is limited by the diffraction limit. A physical limit often charac-
terised as the resolution limit wherein two points located at a shorter distance than this
limit cannot be discerned as two separate points, and they appear as a single point. The
diffraction pattern for an aperture(NA) = a is described by the airy function given by

I(θ) = I0[2J1ka(sinθ)
kasinθ

]2 (1.1)

Where J1(x) is the first Bessel function and k1 is the wave number given by 2π/λ. The
first zero of the Bessel function occurs at x = 3.83 so that gives us

kasinθ = 3.83 (1.2)

sinθ = 1.22λ

2NA
(1.3)

Thus, we have the resolution given by the minimum distance that we can discern that is,
two neighboring Airy patterns are just resolvable when the maximum of one Airy pattern
is at the minimum of the other Airy pattern,

The diffraction limit depends on the wavelength of light used to illuminate the sample,
Numerical Aperture (NA) of the objective which is basically defined below (larger the
NA, more photons can be collected) the range of solid angles through which light can
be collected is called the angle of collection θ and the refractive index n of the medium
through which the emitted light is collected.

Res = 1.22 λillumination

2NA
where NA = nsinθ (1.4)

In order to avoid this limitation, in the early 2000s, a new technique of microscopy that
could probe the sample beyond the resolution limit called super-resolution microscopy
techniques [Basché, 2008] [Hell, 1994] were invented. We will discuss more about the
various techniques and their respective implementation in the coming Section.

Both confocal and widefield imaging are limited by diffraction. This is a fundamental
limit imposed due to the fact that the wavefronts from two “close” points interfere and
form a diffraction pattern that has high intensity at the center (zero order) followed by
alternating rings of constructive and destructive interference. This happens when the
point is in focus. The point cannot be resolved beyond this and is limited to the size of
the central peak, which is shown in Figure 1.5.

The size of the central peak is determined by the numerical aperture of the objective,
refractive index of the medium and the wavelength of the light emitted by the point. For
all objectives, this is called the airy disk illustrated in Figure 1.5.
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2. Diffraction limit

Figure 1.5: Left: Diffraction limited image of 100 nm bead Right: Airy disk simulated for
a 100 nm particle diameter computed through the corresponding Bessel function for every
6 degrees radially, across a 100 x 100 grid in xy and xz planes.

Abbe’s diffraction limit defined in terms of the minimum distance that can be resolved
for two close points is defined as Resolution(Res) = 1.22λ

2NA where NA = nsinθ. Thus two
points below this distance cannot be resolved, that is, they cannot be demarcated as two
separate points and will look identical. Confocal circumvents this by scanning a small area
which is still diffraction limited but contrast enhanced. Generally, a Confocal system has
a resolution limit of around 100 micrometers in the axial direction and around 250 nm in
the 2D plane. In a Confocal system the parameters of scanning speed that is the dwell
time and the size of the FOV have a trade off and need to be optimized to obtain the best
possible resolution. Typically the airy radius is around 300 nm and it is called as the Point
Spread Function (PSF) of the emitter. In addition to the Point Spread Function (PSF)
being emitted by the molecule/site of interest, it is also blurred out additionally because
of the detection process. This is mathematically represented as the convolution of the
spatial distribution of fluorescence emission and the airy function, thus the net effective
distortion is more than the average 300 nm of the airy disk. The airy disk also severely
limits imaging in z as it stretches the point axially more than laterally. Image formation
and localisation precision for such PSFs is discussed in the next Section. The resolution
distance in the system goes as 1√

N
and in detail we have equation 1.6 given below for the

full expression.

2.1 Localisation Precision

As you can see in Figure 1.6 we see image formation occurs as follows.
In the case of widefield imaging we are limited in terms of the airy disk as shown in

Figure 1.6. But using a clever way to image, we can do better even with such a diffracted
PSF which we will discuss in the next Section. The localization precision of a given ex-
periment is theoretically defined by the Cramer-Rao Lower Bound (CRLB) measurement.
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Figure 1.6: Image formation on the camera through convolution of Point Spread Function
(PSF) at the actual location across all frames [Bourg, 2016]

This is also used as one of the parameters to report the resolution of the setup and the
experiment. Theoretically CRLB is defined by looking at the minimum variance of the
Maximum Likelihood Estimator (MLE) and then using the Cauchy-Schwartz inequality to
quantify the lower bound.

Res ∝ 1√
N

(1.5)

Every photon captured in the image provides information about the target’s position,
and this error in position for each measurement exhibits itself as the standard deviation
of the point spread function PSF. The best estimate of position, known as localization
precision is calculated comprising all the major contributing parameters as discussed be-
low. The error in the measurement of the PSF and its centroid is due to primarily three
causes, firstly photon noise (which includes the photon shot noise in terms of the Poisso-
nian statistics), secondly noise due to pixelation (uncertainty as to where exactly in the
pixel the photon has arrived) and thirdly most importantly the noise from the background.

And for localization precision as per the CRLB we can state it as follows from [Thomp-
son, 2002]

Loc.precision = s2 + a2/12
N

+ 4
√

πs3b2

aN2 (1.6)

Where s is the standard deviation of the PSF, a is the size of a pixel in the camera,
N is the number of photons in the PSF and b is the background signal in the PSF. The
localization precision thus improves with a narrower PSF or more number of photons
inside the PSF as well as less background. Thus using this we can fit the PSF generally
using a 2D Gaussian, which is spread across several pixels and finally obtain a sub-pixel
detection resolution of the center of the PSF. This is used to calculate the resolution in
SMLM.

Thus, taking advantage of the fact that we can fit a 2D Gaussian to the PSF across
several pixels we need to ensure that we don’t have overlapping PSFs in one frame. If we
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manage to spread the PSFs sparsely across the sample in one frame we can effectively lo-
calize these points. Now repeating this process over many frames provides a reconstructed
image which is super resolved. In order to do this we need to have sparse tags across
a frame that can be achieve by using fluorophores that blink/photoswitchable or using
click chemistry as exploited by DNA-PAINT which binds and unbinds. We will discuss
more about this in the following Section. This approach is exactly what is done in Single
Molecule Localisation Microscopy (SMLM), which we will discuss below.

3 Techniques of Super-resolution Imaging

There are various techniques of overcoming this physical limitation of diffraction limit.
Single Molecule Localisation Microscopy (SMLM) is one such technique. The other com-
petitor being STED which we will discuss in the next Section and Structured Illumination
Microscopy (SIM) [Gustafsson, 2000] which only provides a factor two of improvement but
a straightforward compatibility for live cells imaging.

The idea in this method is to isolate the fluorophores so that two fluorophores in a given
frame are not located close to one another below the diffraction limit. Thus, we have a
single molecule localized at spatial scales close to the diffraction limit. The fluorophores
need to emit signal at different locations at different times/frames randomly in order to
get a full picture of the sample. This cleverly eliminates the need to probe beyond the
diffraction limit. We will discuss more on how this is achieved both in term of fluorophores
as well as detection here.

3.1 Single Molecule Localisation Microscopy (SMLM)

SMLM describes a set of powerful imaging techniques that improve spatial resolution
over standard, diffraction limited microscopy and can image biological structures at the
nanometer scale. In SMLM, individual fluorescent molecules are localized from diffraction-
limited image sequences and these localizations are used to generate a super resolved
image.

In SMLM the concentration of the fluorescent probes is kept low. This way the prob-
ability of overlapping of two fluorophores and thereby their emission is not high. Thus
emission from a single source can then be used to detect the coordinates of the molecule
precisely by fitting the airy function of the emission data and extracting the centroid.
The calculation of the coordinates can be done by fitting a 2D Gaussian and locating the
center as shown in the previous Figure 1.8. This technique is illustrated in Figure 1.7.
And the image obtained through this technique is given in Figure 1.9. We see that the
final image is reconstructed using a series of diffraction limited images which are used to
detect the centroid of the PSFs in each frame and then accumulated together for the final
image across the full Region of Interest (ROI).
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Figure 1.7: SMLM technique schematically illustrated [Bourg, 2016]

Figure 1.8: Localisation through centroid detection by fitting intensity Point Spread Func-
tion (PSF) with a 2D Gaussian [Bourg, 2016]

Figure 1.9: Cos7 labelled Tubulin network with AF647 STORM imaging with HiLo illu-
mination in TIRF. Here we have a diffraction limited image, STORM image and a super
resolved 3D SMLM image using Direct Optical Nanoscopy with Axially Localized Detection
(DONALD) where the colorbar indicates the depth. Scale d550 nm.[Bourg, 2016]
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3.2 Classification of Techniques

Broadly we can classify SMLM into two main categories based on how the fluorophores
are made to emit at various locations at various times. The first category would be deter-
ministic which means that all the tags are already attached to the target and one toggles
them "ON" and "OFF" by exploiting the photochemistry of the fluorophore molecules se-
quentially in space. And the second category is stochastic wherein molecules are randomly
rendered into "ON and "OFF" states either by exploiting their photochemistry or through
their binding and unbinding affinities at the target. The key feature being randomness
of signal emission. Both these techniques operate at the single molecule regime, thereby
eliminating the need to probe sub-diffraction length scales but offering resolution of a few
nanometers.

In terms of classification, broadly the deterministic techniques include all variations
based on Stimulated Emission Depletion (STED), Reversible Saturable OpticaL Fluores-
cence Transitions (RESOLFT) and Ground State Depletion (GSD). And under stochastic
techniques we have variations of Stochastic Optical Reconstruction Microscopy (STORM),
Photoactivated Localization Microscopy (PALM) and Point Accumulation for Imaging in
Nanoscale Topography (PAINT). We will briefly discuss each technique below.

3.3 Deterministic Techniques

Stimulated Emission Depletion (STED) is the most general application of using a scan-
ning technique to individually probe each target location in the sample. Both RESOLFT
and GSD are based on the STED principle. In all these techniques multiple wavelengths
of illumination are required, to activate/ground state depletion, deactivate/stimulated de-
pletion and for excitation. In STED all the fluorophores are initailly rendered active and
excited and a depletion beam shaped like a doughnut is used to deplete all the fluorophores
except the one at the center. This is then repeated across the Region of Interest (ROI) to
obtain the super resolved image.

In Reversible Saturable OpticaL Fluorescence Transitions (RESOLFT) the principle of
scanning from STED is implemented, the difference being that the fluorophores are turned
into the dark state through illumining with a certain wavelength for example in Cy3-
Alexa647 heterodimer, Alexa647, emits fluorescence upon a red laser illumination and goes
into a dark state, whereas Cy3 helps the activation process under green laser irradiation
[Kwon, 2015]. In Ground State Depletion (GSD) also uses the same principle as RESOLFT
and the molecules are rendered into a triplet dark state by either illumination or oxygen
depletion.
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3.4 Stochastic Techniques

Techniques using stochastic randomness to do SMLM include PAINT, STORM and
PALM.

To achieve blinking and stochasticity, one of the techniques called Photoactivated Local-
ization Microscopy (PALM) uses proteins that can be activated using a certain wavelength
of light, generally in the UV range. Once active, these proteins can be excited and then
they fluoresce. The molecules undergo many such excitation and de-excitation cycles until
they bleach (changes in the chemical structure that no longer allow for excitation). PALM
uses photoswitchable proteins and low illumination power so that the molecules are ran-
domly rendered activated through the first UV irradiation followed by dim illumination.
This allows one to acquire localizations across many frames.

The other technique to have a stochastic distribution of "ON" molecules is Stochastic
Optical Reconstruction Microscopy (STORM) that uses dyes that are installed into the
cell sample through immonolabelling. These dyes can be rendered inactive by switching
off their ON state and putting them into the dark state. This allows for blinking and
reconstruction. Thus STORM typically involves activation, excitation and switching to
dark state. The blinking also happens randomly at times due to not just bleaching but
some random chemical processes in the sample that trigger the dark state. Thus buffers
play a very important role in these imaging work flows. Unlike transfected fluorescent
proteins (like GFP) the dSTORM fluorophores are attached to their respective proteins
of interest by making the cell membrane permeable to the tags. Nevertheless STORM is
better in terms of Signal to Noise Ratio (SNR) compared to PALM as it is not constrained
by low illumination, thus it also has better localization precision due to less background
noise on the other hand is more prone to phototoxicity. The dSTORM fluorophores are
typically excited in the red wavelengths (560 nm – 750 nm). The illumination intensity is
also high to render fluorophores into the dark state (4kW.cm−2).

The final approach is using DNA-Point Accumulation for Imaging in Nanoscale Topog-
raphy (DNA-PAINT). Wherein the fluorescent probes attached with an unbound DNA
(which is complimentary) strand are present in the imaging buffer. Thanks to click chem-
istry and engineered affinity of the complimentary DNA strand - which is attached to the
site of interest, the probes can be localized. To use more technical terms, DNA-conjugated
antibodies are attached to organelles/proteins of interest through immunolabelling. The
imagers contained in the buffer are composed of fluorophores functionalised with the com-
plementary DNA strand, which ensures specific binding to the target. PAINT docked times
are typically higher than the ON times of dSTORM organic dyes (a few hundred millisec-
onds versus a few ten milliseconds). Except in the case of imagers that are non-fluorescent
as long as they are not docked, PAINT produces rather high amounts of background
fluorescence light, which sometimes require the use of complementary optical sectioning
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methods. A major advantage of PAINT is that the imagers are provided in large excess
in the immersion buffer, and photobleaching is thus not a problem since the docking site
remains accessible to unbleached molecules, enabling longer experiment times. Generally,
optical power densities used in PAINT experiments are somewhat lower than in dSTORM
(1˘2kW.cm−2 [Cabriel, 2019b]).

3.4.1 DNA-PAINT

Single Molecule Localisation Microscopy (SMLM) is one of the conventional techniques
for biological imaging, due to its edge in overcoming the diffraction limit by spreading
detections across the time domain as discussed. The super-resolved image is then re-
constructed by superimposing the centroid locations collected over all frames. This has
opened up new ways of imaging with drastic improvement in terms of resolution being
pushed to around 10 nm [Bon, 2015]. In terms of biological application it is important to
augment this technique with the option of utilizing multiple labels so that multiple target
sites in a cell can be visualized simultaneously. This is currently being carried out using
transfection in cell as in the case of Green Fluorescent Protein (GFP), immunolabeling
which involves using a primary antibody connected to the antigen (target molecule in
the cell) and secondary antibody (which has the fluorescent probe) which attaches to the
primary antibody.

Figure 1.10: Schematic of mechanism of DNA-PAINT; target region tagged with primary
antibody followed by secondary antibody. Secondary antibody is bound to a single strand
of DNA, imager added into the solution contains the complimentary strand of DNA and
the fluorophore Left: OFF configuration Right: ON configuration for a single site

And finally we also have a class of molecules called DNA-PAINT which utilizes im-
munolabeling along with click chemistry. DNA-PAINT is a method for overcoming the
diffraction limit for super-resolution imaging. Molecules of interest in the cell are labeled
with antibodies that are attached to single DNA strands. Complementary DNA strands
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are labeled with fluorophores and added to the sample, they transiently bind to their
complementary strand on the antibody according to the binding kinetics as demonstrated
in Figure 1.10. In this way, the binding and unbinding of labeled DNA strands induces
the same blinking effect that occurs stochastically from the dyes in traditional dSTORM,
STORM and PALM as elaborated in the previous Section.

For example in Figure 1.10, we have Microtubules as illustrated schematically by the
alternating orange and blue filaments corresponding to α (blue) and β (orange), Tubulin
respectively. Here α tubulin is first tagged with the primary antibody (indicated with
purple) and then tagged with the secondary antibody (green). The secondary antibody has
a single DNA strand. This sample is then prepared for imaging by adding the imager which
has the fluorescent probe attached to the complimentary DNA strand which transiently
binds to the secondary antibody strand and is rendered into the "ON" state.

4 Comparing Techniques

From the previous Section we have seen that there are various methods of doing super-
resolution imaging and notably we can categorise the techniques into stochastic basically
PALM, STORM, PAINT and deterministic majorly into STED. All these techniques are
compatible with live cell imaging with few accommodations such as short acquisition times
in STED and using optimized buffers (like having lesser concentrations of reducing agents).

To summarise, Photoactivated Localization Microscopy (PALM) is performed on a bi-
ological specimen using fluorophores expressed exogenously in the form of genetic fusion
constructs to a photoactivable fluorescent protein. The use of photoactivable proteins
allows one to stochastically activate a few proteins, excite and collect photons through
images up to the bleaching point at which, another activation is required. While STORM
uses the concept of photoswitchable labels, putting all of them initially into the dark state
stabilized through a chemical buffer and stochastically activating a few of them followed
by the excitation beam and repeating the process.

PALM requires the stability of the fluorophore without slipping into the dark state
whereas STORM does not. Unlike DNA-PAINT both these techniques require a lot of
irradiation as well as have very short ON states of the corresponding fluorophore whereas
DNA-PAINT can be in the “on/bound” state for a long time allowing for more photon
collection per molecule and thereby allowing for better resolution. Also, unlike DNA-
PAINT they require multiple wavelengths of lasers to activate, excite and de-activate the
fluorescent probes and their composite attachments. But all of them do offer many fold
sub-diffraction limit resolution.

Thus amongst all the techniques of super-resolution imaging DNA-PAINT has many
advantages both in terms of the illumination power required which reduces risk of photo-
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toxicity and bleaching and reversible binding allowing for reuse of fluorophores making
the process stochastic effortlessly, as well as larger binding times.

A table comprising of different techniques is attached in 1.11.

Figure 1.11: Spatial resolutions typically achievable with different imaging devices com-
pared with the focal volume of confocal microscopy. 3D-STED performances are those of
the commercial system sold by Aberrior Instruments. Performance in SMLM as given by
the best possible localization precision measurement.

5 Conclusion

In this Chapter we have discussed fluorescence as a process, we will elaborate on the
lifetime as well as fluorescence dynamics derived from first principles in Chapter 4 and
Chapter 5. We have looked at various configurations for implementing fluorescence mi-
croscopy, widefield and point based scanning methods as well as different configurations
of illumination. We have discussed the diffraction limit and super-resolution fluorescence
microscopy techniques that were developed to overcome it. Then we went on to dis-
cuss SMLM and how it evades the diffraction limit by having a sparcely tagged sample
thereby transposing the spatial resolution problem to the temporal domain allowing single
localizations with the probability of two fluorescence emitters overlapping in one frame
being insignificant. We classify the super-resolution techniques based on deterministic and
stochastic blinking of the fluorophore emitters. We list the advantages and disadvantages
for each technique motivating the reason for using DNA-PAINT. We discuss DNA-PAINT
in depth from its mechanism to its advantages over other approaches.
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Now that we have covered the fundamentals of fluorescence microscopy we move on
to multiplexing which is the imaging of multiple fluorophore emitters in a given sample.
Multiplexing is the main feature that makes fluorescence microscopy so useful as we dis-
cussed in Section 1. In Chapter 2 we will cover multiplexing and existing techniques for
multiplexing.
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Chapter 2
Multiplexing Techniques

Fluorescence microscopy is one of the most prevalent techniques in biological
imaging due to its ability to have multiple types of fluorophores that can be
specifically used for tagging sub-cellular structures. In this chapter we will dis-
cuss in the context of SMLM the various approaches to image multiple proteins
in biological samples, and the associated limitations as well as other super-
resolution multiplexing techniques. We end by listing the limitations of ex-
isting multiplexing techniques to motivate a new approach for multiplexing in
Chapter 3.
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Multiplexing is the use of multiple fluorophores to tag different parts of a biological
sample so as to use them to image various sub-cellular structures and processes in a cell
sample. Thanks to fluorescence specificity multiple proteins can be labelled to reveal
organelles through localization inside cells. The specificity allows one to distinguish two
fluorophores based on their spectral emission or their lifetime (which we will cover in
Chapter 4 and Chapter 5). Multiplexing plays a pivotal role in biological imaging as a
powerful tool to discern both the architecture of the sub-cellular structures as well as
sub-cellular dynamics and pathways.

In the previous Chapter we discussed about the various techniques of super-resolution
imaging. In this Chapter we will discuss the various types of multiplexing approaches that
are implemented to image multiple fluorophores. We first begin with multiplexing in super-
resolution imaging by describing the experimental setup, data analysis and some examples
so that we can have an idea and complete picture on SMLM multiplexing approaches
and finally we conclude by stating caveats to existing multiplexing techniques, thereby
motivating our solution via a new approach which we will elucidate in Chapter 3.

1 Most Used Approach for multiplexing in Super-resolution
Imaging

In this Section we begin by discussing the go-to technique that is mostly used for mul-
tiplexing in SMLM that is based on the ratiometric analysis of the emission spectra of
fluorophore emitters.

1.1 Spectral Demixing

Characteristically speaking, fluorescent proteins and fluorescent chemical dyes have a large
distribution in their absorption-emission spectra due to their chemical structure and vibra-
tional states. Thus, their absorption and corresponding emission is across a large range
of wavelengths, around 50 nm, Full Width at Half Maximum (FWHM). This is a huge
caveat to imaging many fluorophores in fluorescence microscopy as this greatly limits the
number of fluorophore emitters that can be distinguished in a sample. It is one of the
major limitations of fluorescence microscopy. On one hand we cannot use very strong
beams with short wavelengths close to Blue or UV due to its high energy that can damage
the sample and cause phototoxicity, rendering many such molecules incompatible. And
on the other hand using fluorophores excitable close to Red makes it difficult to detect
the emitted fluorescence signal as it would emit the fluorescence signal in IR, and we will
need to use infrared cameras for the detection. Thus, fluorophores are limited mainly to
the visible range and existing techniques rely on spectral distance to make it possible to
classify molecules. There are many ways that spectral demixing is done in terms of con-
figuration and the samples used. In the next Section we look at two such implementations
of spectral demixing. This concept was introduced and implemented by [Lampe, 2012]
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1.2 Implementation of Simultaneous Ratiometric Spectral Demixing

The process of multiple imaging is done by splitting the emission signal into two chan-
nels spatially. Each fluorophore has a characteristic absorption-emission spectra which
is exploited to image fluorophores through different channels either through sequential
acquisition in time or through the division of the emitted signal-spectral demixing. In
spectral demixing, the two channels are important to divide the emission signal of all
the fluorophores into these two channels by using a dichroic which selectively transmits a
certain ratio of photons depending on the wavelength of emission. Thereby allowing one
to categorize all (up to 3 types) the fluorophores into different classes by measuring the
ratio of photons in each channel through a detector as illustrated in Figure 2.1.

Det 1

D
et

 2

Dichroic Filter

NO YES

Figure 2.1: Schematic of Spectral Demixing. Yellow fluorophores are tagged to one protein
on an organelle of the cell and the Red fluorophores are tagged to another. The signal
emitted is divided using a dichroic filter as shown on the right. The ratio of intensities
of the two are used to classify the species (only one dichroic represented above, the setup
requires two; one for excitation and emission followed by the second one-shown above, for
the purpose of spectral demixing).

In Figure 2.1 the excitation beam is indicated in Green, the Red is Channel 1 (trans-
mitted by the dichroic) and the Yellow is Channel 2. On top we have the consolidated
intensity map for all fluorophores in one frame. Below, on the left we have the intensity
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map for Channel 1 and on the right we have the intensity map for Channel 2 for the same
frame. We see in Figure 2.1 on one channel the Red fluorophores are prominent and on the
other the Yellow fluorophore tags are more prominent. Thus, the ratio of their respective
intensities differs depending on which channel we consider. This allows us to classify them
into two species.

This technique, as shown in the schematic of Figure 2.1, involves dividing the signal from
the sample into two channels and treating each channel in the same manner in order to
not introduce any artefacts owing to the division of the signal itself. Noise due to this may
crop up into the sample. In all the cases fluorophores with distinct emission (as distinct as
possible with minimal overlap) are preferred in order to have a clear classification. This
however presents a challenge owing to the fact that most fluorophores are usually clustered
in terms of emission wavelength for example, most PALM fluorophores are concentrated
in a spectral domain ranging from 488-nm to 561-nm excitations, while in DNA-PAINT
and dSTORM, most molecules are excited with 561-nm to 637-nm excitation wavelengths.
Also added is the cost of doubling all the detection treatment as well as equipment, making
it costly both in terms of components as well as data storage.

Below we present an experimental implementation of the above technique. This exper-
iment is implemented in STORM with the fluorophores AF 647 and CF 680 used to tag
Clathrin and Tubulin respectively, whose emission spectra are given in Figure 2.2. We see
through their emission spectra that there is an overlap between the two. The region of
overlap will yield fluorescence photons that would be difficult to categorise as one or the
other.

Figure 2.2: Emission spectra of AF 647 in Blue and CF 680 in Purple along with the
dichroic filter (taken as an example at 700 nm) indicated via the Black dotted line (trans-
mits to the right and reflects to the left), excitation wavelength of 640 nm indicated in
Red. The X-axis represents the wavelength in nm.

20
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Figure 2.3: Left Image: Camera 1 with AF 657 brighter and CF 680 dimmer. Right Image:
Camera 2 with AF 647 dimmer than CF 680. Below, in Blue and Purple the percentage of
each species divided into two channels according to the dichroic used as shown in Figure
2.2.

A straightforward and efficient way of spectral demixing as illustrated by [Mau, 2020]
wherein we have a sample of COS7 cells tagged with Alexa 647 and CF 680, which are
spectrally close but separable as shown in Figure 2.2. It is important that they have an
overlap as we see in Figure 2.3 but are not identical, that is having an overlap of more
than 50%. If they are too similar, the ratiometric approach as shown in Figure 2.1 will not
yield significant distinction between two species leading to excessive miss-classification.

Figure 2.4: Reconstructed multiplexed image after ratiometric classification. Clathrin
tagged with CF 647 in Yellow and Microtubules tagged with CF 680 in Cyan with a
rejection of 30% of the molecules. On the right we have the ratio which was used to
classify them into two species. scale of 200 nm [Mau, 2020]

21



Chapter 2. Multiplexing Techniques

In the sample [Mau, 2020] Clathrin was tagged with AF 647 and Tubulin was tagged
with CF 680. The spectra need to have some degree of overlap in order to have a ratio-
metric measurement, also the concentration of the fluorophores need to be comparable in
order to segregate them well. As shown in Figure 2.3 in Camera 1 we have AF 647 brighter
than CF 680 and in Camera 2 we have CF 680 brighter than AF 647. This is because
of the dichroic filter which divides the emitted fluorescence signal from the sample into
two channels as illustrated in Figure 2.1. The dichroic used is shown in Figure 2.2 which
basically sends all the photons of wavelength 700 nm or more to one channel (transmitted)
and wavelengths less than that to another channel (reflected). Which is why we see that
in Camera 1 AF 647 is brighter because more signal from AF 647 is present in channel 1
(contains Camera 1) and vice versa for CF 680. Now based on this difference in intensities,
we can compute the ratio for each fluorophore site, which is shown in Figure 2.4, the ratio
of intensities on the two cameras are different, this is used to classify the regions thereby
rendering the multiplexed image for the sample as shown in Figure 2.4.

The ratio is computed by taking the ratio from one of the camera for one species to the
sum of the intensities from both the cameras (which is effectively the total fluorescence
signal emitted by that fluorophore emitter) as shown in Figure 2.4.

r = ICam1
ICam1 + ICam2

(2.1)

Thus, for each molecule the ratio is calculated by taking its intensity in that Camera
to the total intensity of that region by summing the intensity of the molecule/PSF-region
across both the Cameras.

In Figure 2.4 on the left we see that using this ratio we can classify the molecule into
different species. Since we know in this experiment we have two species we can manually
select the demarcation ratio value and classify the species by defining say, ratio less than
0.45 is CF 680 and greater than 0.55 is AF 647 for example. The overlapping region which
can be manually discarded represents the number of rejected molecules that are too close
in terms of their ratio to be classified and can go either way probabilistically. In this case
we have a 30% rejection.

Now that we have seen this technique implemented in DNA-PAINT we now give an
example of the same concept used to multiplex two species of dnapaint molecules. In this
experiment the two species used were ATTO 655 and ATTO 700 with considerably less
overlap in terms of their emission spectra when compared to the previous experiment.
The implementation in both DNA-PAINT and STORM is the same approach with just a
change in the sample.
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Figure 2.5: Spectral demixing using a single laser line (647 nm) of a sample tagged with
Tubulin tagged with ATTO 655 and Clathrin tagged with ATTO 700. Left: The intensity
map of molecules and their segmentation. Right: Classified molecules [Gimber, 2022].
Scale 200 nm

An extension to DNA-PAINT by [Gimber, 2022] in Simultaneous Multicolor DNA-
PAINT without Sequential Fluid Exchange (general approach for multiplexing in DNA-
PAINT sequentially changing the imager solution) using Spectral Demixing achieved high
localization precision with fast, simultaneous, dual-color acquisition based on SD as shown
in Figure 2.5. They uses spectrally overlapping fluorophores excited by a single laser line
and a simple dichroic-based emission splitter to image short and long wavelength compo-
nents of the emission on two sides of the same camera. The single-molecule localizations
are “paired”, while non-paired localizations, from which a large part is random noise, are
excluded. Depending on their emission spectra, localizations from each dye displays a
spatially distinct population within the 2D intensity histogram of long and short channel
intensity values (Figure 2.5 Left).

By applying binary masks to exclude or include populations of the intensity distribution,
the colors are assigned to each paired localization before multicolor rendering (Figure 2.5
Right). These color-separation masks are optimized for maximal inclusion of localizations
and minimal crosstalk between the channels. However even this technique was limited
with extensive spectral overlap as was observed in the experiment with ATTO 655, ATTO
680 and ATTO 700 [Gimber, 2022].

2 Other techniques in SR Multiplexing

In this section we will review some of the interesting approaches taken by other investiga-
tors in super-resolution imaging with multiplexing.

One of the first approaches to do multicolor imaging in SMLM involved sequentially
acquiring images one population after the other. That is, sequential in time. However, the
extension of these techniques to SR imaging multiple sites/tagged molecules (multiplexing)
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in a biological system has many caveats and is usually a sequential process either in space
or time.

One of the spatial displacement based sequential techniques of super-resolution multi-
plexing was called SR-STORM which used a prism placed in the detection setup. Which
dispersed the emitted signal from the sample [Zhang, 2015]. Due to this spread, on the de-
tector/camera there is a spread in terms of the spectra of fluorescence spatially, this lateral
shift is measured to retrieve the spectral information of the fluorophore when compared
to a calibrated sample. This was done through a dual-objective setup.

The comparison of the lateral positions of each PSF on the two images gave the dis-
placement due to the dispersion. And using a correspondence curve obtained through a
calibration of the system, the central fluorescence wavelength was obtained for each PSF
and the corresponding molecule was classified. This techniques had a spectral resolution
below 10 nm. Identification of four fluorophores in the [660 nm to 700 nm] fluorescence
wavelength domain was possible [Zhang, 2015].

The technique used for multiplexing with the advent of super resolution imaging and
SMLM is the use of dyes which are spectrally distinct for example in the case of [Civitci,
2020], they use Cy3b and ATTO 655 (three excitation lasers 488, 561, 647 in their setup)
sequentially and they used exchange PAINT as shown in Figure 2.6.

Figure 2.6: Left: Emmission Spectra of the fluorophores Cy3b and ATTO 655 along with
the excitation lasers used. Right: Sample of COS 7 cell with Clathrin tagged with Cy3b
and α tubulin tagged with ATTO 655.

One of the publications by [Gómez-García, 2018] on Excitation-multiplexed multicolor
super-resolution imaging with fmSTORM and fm-DNA-PAINT exploits the time domain
to make multicolor SMLM measurements on the sample. The data is divided into different
channels by imaging the sample at different exposure times and binning the output as
indicated in Figure 2.7. Using modulation of a combination of excitation wavelengths and

24



2. Other techniques in SR Multiplexing

by binning the obtained fluorescence intensity in the frequency domain multiplexing was
achieved.

Figure 2.7: Excitation modulated multicolor super-resolution imaging with fm-STORM
and fm-DNA-PAINT. (A) Schematic of the microscope setup and imaging method. An
example case of three illumination lasers are shown as sinewave-modulated at three differ-
ent frequencies, F/2, F/3, and F/4, where F is the camera frame rate. (B) Representative
example of data processing. (B, Top) SubROI of six consecutive frames with one fluo-
rophore present. (B, Middle) Intensity evolution of the selected pixel (white box) in the
time domain and amplitudes in the frequency domain after a FFT over the six frames.
(B, Bottom) Resulting demodulated data split into the three different channels. (C) Two-
Color, 2D fm-DNA-PAINT image of Mitochondria (Magenta) and Microtubules (Green).
(D) Two-Color 3D fm-DNA-PAINT image of mitochondria and Microtubules. Zooms on
the right show 3D views of the white boxed region. Mitochondria are represented in Ma-
genta. For the Microtubules, the color-coding indicates z-position (from 300 nm in light
blue to 500 nm in yellow). [Gómez-García, 2018]

However, this approach requires a minimum of three rapidly triggered lasers and suffers
from chromatic aberrations like in any other multicolor method with spectrally separate
fluorophores. Compared to spectral demixing based previous experiments, this method
was limited to two color channels with a compromised spatial resolution and limited to
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only sparse samples. In another experiment in the same paper, a fluorophore variant
used three spectrally different dyes and different binding frequencies to achieve sequential
multicolor DNA-PAINT without fluid exchange in [Gómez-García, 2018] as well. The
advantage of this over sequential fluid exchange techniques being the speed.

Figure 2.8: 124-Color Super-resolution Imaging by Engineering DNA-PAINT Blinking Ki-
netics [Wade, 2019] [Gómez-García, 2018]. (a) Binding time as well as the concentration
(bonding sites) are the two parameters for disentanglement (b) Simulations of four kinet-
ically different structures show four clearly distinguishable populations (c) Experimental
results from DNA origami structures imaged using a single imager strand species show four
distinguishable populations (d) Exemplary overview DNA-PAINT image of the four DNA
origami structures (top). Same data set, now color-coded according to identified clusters
in c (bottom). (e) Exemplary intensity versus time traces from highlighted regions in
d representing each of the four unique DNA origami species. (f) Engineering frequency
and duration on DNA origami below the diffraction limit. Each corner of the structure is
designed to exhibit a unique kinetic fingerprint. Scale bars: 1 µm (d), 500 nm (f, top), 40
nm (f, bottom).

Another technique is to engineer the ON time of the molecules so that we can extract
information based on the blinking time. As done by [Wade, 2019] in a 124-Color super-
resolution imaging by engineering DNA-PAINT blinking kinetics chemically. Thus having
a distinct ON time for each fluorophore tag allows one to disentangle multiple fluorophores
as shown in Figure 2.8.

In another technique which makes use of Ground State Depletion (GSD) and is based
on switching the majority of fluorophores to a metastable dark state, such as the triplet
state is illustrated by GSDIM as shown in Figure 2.9. Here photoswicthing is followed by
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back-calculating the position of those left in the excited state that transition spontaneously
to the ground state via fluorescence [Fölling, 2008] and was used to do multicolor imaging.
Continuous widefield illumination was done by a single laser and dual-color images of
PtK2 cells as shown in Figure 2.9.

Figure 2.9: GSDIM images of immunostained (ATTO 532 Green and ATTO 565 Red)
Microtubules and Peroxysomes of PtK2-cells embedded in PVA. (Epifluorescence images
are shown in the upper right corners prior to super-resolution imaging) . Scale: 1 µ
m[Fölling, 2008]

Multiplexing is done in biological samples is also commonly achieved through point
based scanning systems like confocal setups. These setups contain multiple lasers which
are sequentially used to scan the sample. Different fluorophores are used to tag different
parts of the sample which have separate emission spectra. Upon sequentially scanning the
sample with each laser and with the corresponding filter, the images are overlapped to
create the final multicolor image of the sample with all the tags.

3 Caveats in Multiplexing Techniques

Thus, to summarise we have various techniques for multiplexing but all of them have
essentially some major points of drawback. Primarily it is because of the fact that they are
sequential in time to separate different fluorophores into different channels. This introduces
inhomogeniety in terms of processing, and also the processes are non simultaneous. And
they require spectrally separate fluorophores which renders many fluorophores useless,
especially in the Red domain. And like we discussed in the beginning of the Chapter,
most fluorophores are limited to the visible range which constricts the choice even further.
Spectral demixing relatively solves this problem but we introduce two channels, with two
detectors and optical paths for the fluorescence emission that has its own set of drawbacks.
None of these approaches can perform multicolor imaging/multiplexing for close overlap
in spectra.

Thus, one needs fluorophores of distinct spectra and multiple lasers to sequentially excite
the sample. Spectrally separate fluorophores have to be selected to yield better disparity
in classification, but fluorophores are unfortunately limited close to the red wavelengths.
Also shorter wavelengths would add to phototoxicity. Temporal drift has to be corrected
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along with spatial shifts through correlative algorithms. This makes it more expensive as
we require more number of lasers, data heavy or more components (camera, etc).

However advantages of the sequential techniques include a single camera and straightfor-
ward acquisition repeated with different excitation wavelengths. But the drawbacks out-
weigh these few advantages, since many lasers are required to excite fluorophores which
have to be spectrally distinct, are prone to temporal inhomogeneities (drift), have lim-
ited multiplexing due to spectra (4 fluorophores maximum) and is costly in terms of
being data heavy and requirement of components (many lasers or many channels with two
cameras-ratiometric approach). We will discuss more specifically spectral demixing based
drawbacks in the next section.

3.1 Caveats to Spectral Demixing

Figure 2.10: Left: Drift correction and aberration correction in the two channels.
[Georgieva, 2016] Right: Colocalisation in z of different species of fluorophores [Cabriel,
2019a]

More specifically the caveats to this technique include limited availability of spectrally
distinct fluorophores with optimal brightness and duty cycle. The major consequence
of that is basically being unable to differentiate between molecules that have a large
spectral overlap. Which is what is generally observed in the case of multiplexed SMLM
techniques that we have a degree of overlap between fluorophores that is minimized in
order to disentangle them (PALM, they are concentrated in a spectral domain ranging
from 488-nm to 561-nm excitations, while in DNA-PAINT and dSTORM, most molecules
are excited with 561-nm to 637-nm excitations wavelengths). The presence of significant
cross talk between these molecules both in terms of miss-classification as well as chemical
non-specificity, as well as drift correction and one to one correspondence across the channels
by correction through pixel matching need to be carried out as shown in Figure 2.10.

Spectral demixing is susceptible to chromatic aberrations (splitting the channel in two),
lateral drift [Georgieva, 2016] and low SNR while splitting the signal. Different treatment
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is carried out to each channel separated in time(or freq) and/or space [Cabriel, 2019a].
And what if we want to use fluorophores most commonly available and used like ATTO
647, ATTO 633 and ATTO 655 together, which are very close in spectral emission? These
existing techniques are not capable of disentangling such species well at all.

To summarise the limitations discussed, in order to multiplex we need to select spectrally
distinct fluorophores. And in order to exploit the usage of fluorophores which are close in
their absorption-emission spectra, the experimental system scales proportionately both in
terms of components and expense, since we need multiple excitation sources and detection
channels. Since we divide the emitted fluorescence signal into two channels for example
in spectral demixing or in the case of sequential acquistion; the data can be prone to
aberrations in either of the channels, lateral drift and low Signal to Noise Ratio (SNR).
These changes in each channel separated in time (or freq) and/or space has to be corrected
for.

4 Conclusions

In this Chapter we have presented Multiplexing techniques especially those relevant to
the Super-resolution Fluorescence microscopy for biological imaging. Fluorescence mi-
croscopy along with Multiplexing provides a powerful tool to study cellular architecture
and for knowing molecular dynamics in live samples. Most widely used technique used for
this purpose is ratiometric spectral demixing. And sequential imaging of different fluo-
rophore emitters tagged biological samples. We have presented essentials of these methods
and highlighted their limitations such as requirement of distinct spectral emission for flu-
orophores, complexity of the system, cost, introduction of chromatic aberrations, lateral
drifts and other factors. Hence, to circumvent some of these limitations, we have made
a case for identifying alternate demixing techniques that can be used for super-resolution
fluorescence microscopy. In the remaining part of the thesis, we propose alternate methods
for this purpose. Two approaches, we are going to describe here for Multiplexing are based
on (a) emission fluxes of the flurophores (which we will see in the next Chapter) and (b)
Florescence lifetime (Which we will see in Chapter5) to distinguish flurophores. As seen
within this chapter, identifying and classifying multiple targets in SMLM still presents a
major challenge. In the following Chapter, we introduce a new parameter based on the
flux emitted by the single molecule as an alternative identification strategy.
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Chapter 3
Flux based Multiplexing

In this chapter we will discuss a new technique for multiplexing using fluo-
rescence flux. We will begin by describing molecular fluorescence flux and
then proceed to demonstrate how the technique can be implemented in existing
SMLM setups using DNA-PAINT and then we proceed to demonstrate how this
technique can be implemented in STORM samples as well. We characterise the
technique and quantify its advantages and limits. We demonstrate how this
technique can be used to augment existing multiplexing techniques including
spectral demixing as well as a stand alone technique by its own right.
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1. Molecular Flux calculation

1 Molecular Flux calculation

What fundamental properties can be exploited to extract information and classify such
fluorophores tagged on the same sample? And can we do it without any other modifications
and simultaneously as opposed to sequentially? These are the questions that motivated
us to examine the fundamental properties of the fluorescence that we detect as the output
signal. And by doing so, we want to exploit some fundamental properties that can elucidate
the classification process and help discern fluorophores better, especially fluorophores that
are close in terms of their spectra which was the major limitation in the previous techniques
that we examined.

The intensity of a molecule that we see as the signal on the camera, is fundamentally
a function of its cross section σ and quantum yield Φ. Other parameters include the
detection efficiency ξ and excitation wavelength (this derivation from first principles is
done in Chapter 5). We will examine each of these individually. We can write the detected
intensity in terms of all the parameters as well as Iexc as follows:

Idet = ξ σ(λexc) Φ Iexc (3.1)

And the electromagnetic flux Fdet
EM defined as:

Fdet
EM ∝ ξ σ(λexc) Φ Iexc (3.2)

Where ξ is the detection efficiency which depends on the collection angle of the objective
that is, the solid angle that the fluorophore makes (depends on NA) and the efficiency of
the detector. Quantum yield defined by

Φ = Γradiative

Γradiative + Γnonradiative
= τΓradiative (3.3)

Quantum yield is defined as the ratio of the number of photons emitted to the number of
photons absorbed. Quantum yield depends on the molecule as well as the local environ-
ment that is, the fluorescence/radiative cycles to the total number of photons absorbed
by the molecule. The local environment can affect the quantum yield as seen by FRET
wherein we have energy transfer from an excited molecule to an ambient molecule via
dipole-dipole coupling. The absorption cross section [cm2] (alternatively also given in
terms of molar extinction coefficient [M−1cm−1]) is a function of the molar extinction
coefficient which is more commonly measured while characterising a species of molecules.
Absorption cross section is one of the fundamental properties of a molecule. It is basically
the ability of the said molecule to absorb photons.

We can now define the equation in terms of the photon flux as follows

Fdet
EM

hνflu
= Fdet = ξ σ(λexc) Φ Iexc

hνexc
(3.4)
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What is of consequence is the general scenario for SMLM. In SMLM, the number of
fluorophores are scarce, making the environment fairly isolated and uniform. Now, if the
illumination is made as uniform as possible, the inhomogeneities that show up will then
have to be sole products of the difference in species’ specific properties like cross section,
lifetime/spectrum. Thus, in this case we can examine the brightness defined as β to be
constant. The brightness is given by the following relation [Wong, 2020] which has the
same units as the absoption cross section:

β = σ(λexc) Φ (3.5)

For a given molecule with the same environment, the quantum yield Φ and brightness
β are constant. We can also define η to be constant as

η = Fdet

Iexc
(3.6)

For two different types of molecules η depends on the excitation and the collection
efficiency of the apparatus. That is, the detectors, filters, wavelength of excitation and
solid angle of the molecule and the objective distance. Thus, both η and β are solely
dependent on the molecular species. We should therefore exploit the brightness parameter
by homogenising the sample with uniform illumination and see if we can discern molecules
as separate based on their molecular properties.

t

ON time Fluo Cam ON

Figure 3.1: Each frame of the camera is depicted by the Black time blocks indicated in the
figure. The Red time block represents the ON time of a DNA-PAINT molecule. The On-
time of the DNA-PAINT of a single molecule is taken to be represented here, statistically
we have a distribution of ON times - larger for DNA-PAINT molecules compared to other
fluorescent probes like in the case of STORM for example.

Now that we have an overview of the various facets that go into fluorescence as well
detection, the fluorescence flux is measured empirically by looking at the rate of global
intensity of a given molecule. In Figure 3.1 we have the ON time of a typical DNA-PAINT
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molecule and the ON time of the camera along with its frames. Each frame of the camera
is depicted by the Black time blocks indicated in the figure. The Red time block represents
the ON time of a DNA-PAINT molecule. We can see here that the ON time cannot be
precisely known since we only have access to the integrated fluorescence signal across the
ON time of the Camera. And we don’t know exactly at what point the molecule came
ON and went OFF. This is important since we divide the global intensity by the number
of frames in which the molecule is ON to get the fluorescence flux. Thus, if the ON time
is very short this can lead to a lot of error in the flux calculation, which is why we chose
DNA-PAINT as our first test species since the typical ON time of DNA-PAINT is longer.

Thus we can exploit the flux of the molecule which in most general cases (sparse sample,
uniform illumination and detection) depends on the molecule. This can be used to classify
the molecule into one or the other categories, allowing for multiplexing. This can be done
at no added cost, without extracting any other additional information as we already have
access to the fluorescence photons emitted and the detector properties in any multiplexing
experiment. This method will require a single detector for its purpose, single channel,
and a single excitation source for multiplexing unlike in the case of previous techniques
discussed in Chapter 2.

Brightness was calculated (in Table 3.1) for spectrally close species to see if their bright-
ness values were sufficiently different to disentangle them using the Flux demixing tech-
nique. We use molar extinction coefficient (ϵ) here since its a more readily available value
versus absorption cross section. The absorption cross section is often measured in terms of
the molar extinction coefficient through the Beer-Lambert law of attenuating the intensity
of incident light with respect to the concentration and path length that the beam traverses
in a solution of the said molecular species. According to the Beer-Lambert law,

dI

dx
= −Iσn (3.7)

where the rate of change of intensity of the incident beam with respect to the path length
traversed in a solution of the said molecule is given as a function of the absorption cross
section of the molecule and the number density of molecules given in terms of the Avo-
gadro’s constant by Nc

103 .

ln
I0
I

= σnd (3.8)

Where d is the path length. This can also be written in terms of the molar concentration
(c) and the molar extinction coefficient defined as follows:

log
I0
I

= ϵcd (3.9)

Thus, we have
σ = 2.303ϵ

c

n
(3.10)
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And the relation between absorption cross section σ and molar extinction coefficient ϵ is
as follows:

σ = 3.82 × 10−25ϵ [m2] (3.11)

Table 3.1: Table for brightness values based on molar extinction coefficient (absorption
cross-section) and excitation wavelength of 640 nm. With molar extinction coefficient ϵ
and quantum yield ϕ and Brightness β.

In Table 3.1 we have the brightness values (up to a constant pre-factor) computed for
fluorophores in the Red-domain. Thus, we are now equipped to probe molecular signatures
in a sample by making sure our fluorophores are sparse, have similar local environments
and are uniformly excited and detected.

1.1 Using Flux for z-localization

Figure 3.2: Z-localisation of molecules tagged to the tubulin network, based on the fluo-
rescence flux in Super-critical Angle Fluorescence (SAF) configuration by [Szalai, 2021]

Fluorescence flux has already been used to probe the depth of a target molecule by
making use of the decay rate of the flux from the sample as well as using the z-dependence
of excitation. For example, z-localisation was carried out in TIRF configuration [Basché,
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2008] by looking at the exponential fall of intensity as a function of axial distance.

Iexc(z) ∝ exp −z

δ
(3.12)

And in Super-critical Angle Fluorescence (SAF) configuration we have Φ(z) depending
on the vicinity to the interface since it is in SAF configuration (evanescent emission). And
ξ(z) (detection parameters) depends on the light beyond critical. [Szalai, 2021]

Thus, we see z-localization in Figure 3.2 (top right hand corner colorbar indicates z-
location) for a Tubulin network in COS7 cells by measuring the photon flux and using
SAF.

2 Uniform Illumination Approach

In order to reduce noise due to inhomogeneities in excitation and detection we need to
ensure uniform illumination. This is implemented by using the setup developed by [Mau,
2020] called Adaptable Scanning for Tunable Excitation Regions (ASTER) developed in
our lab at ISMO, Paris. Wherein a galvo-mirror system is used to move the beam in both
axes in a tunable manner. Using a galvanometer based scanner which is driven electrically
to direct a laser beam through reflection. This technique allows for very precise positioning
of the mirror at a very fast rate and with low inertia. This makes it the best candidate to
use for ensuring uniform illumination across the surface of the sample. The experimental
setup for ASTER is given in Figure 3.3.

2.1 Experimental implementation

Table 3.2: Table for brightness values based on molar extinction coefficient (absorption
cross-section) and excitation wavelength of 640 nm. With molar extinction coefficient ϵ
and quantum yield ϕ and Brightness β. The brightness paramter has been calculated by
taking into account the filters used.
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In order to have a more accurate measure of the brightness parameter we also need to
incorporate filters that have been used in our system.

Thus, we have the following set of values given in Table 3.2 for the brightness parameter
β after accommodating for the photon selection bias with the filters. The filters used
are the following (LF405/488/532/635-A-000 filters) for excitation, emission and dichroic
filters from Newport.

Figure 3.3: Schematic experimental setup for ASTER, the beam is moved using a gal-
vanometer in both x and y axes, thesis work of [Mau, 2020]

The SMLM setups include primarily a wide field imaging system and additional illu-
mination sources be it multiple lasers, filters etc. since the resolution is improved merely
through the photo-chemical blinking process. We will focus on PAINT and STORM sys-
tems. For DNA-PAINT we have laser typically red (640 nm) as the main illumination.
The beam is used to illuminate the sample by using a dichroic filter which basically acts
like a gate (letting the excitation wavelength into the sample and allowing the emission
to be collected). The light is focused on the back focal plane of the objective to pro-
duce a collimated beam on the sample and the Numerical Aperture (NA) of the objectives
(NA = 1.49) is large to collect as many photons as possible emitted from the sample.
Magnification of the objective is between 60x and 100x. The camera used has a frame rate
up to 150 frames per second, typically in the SCMOS Camera with a Pixel size of 97 nm.
A single beam is used to illumine, excite and emit. The fluorescence emission is collected
by using an emission filter. The laser used is usually upto 300 mW of which 60 percent
i.e. 180 mW is generally used if we look at a small Field of View (FOV). The field of view
can be tuned and expanded (shown in Figure 3.4) using Adaptable Scanning for Tunable
Excitation Regions (ASTER) by changing the scale of the area as well as the size of the
Gaussian beam.
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3. Results

Figure 3.4: The area of illumination is increased many-fold thanks to ASTER with
200µm x 200µm, thesis work of [Mau, 2020]

Figure 3.5: Gaussian beam initially as shown on the left with its profile indicated below
is converted to a tabletop illumination by scanning the beam across the Field of View
(FOV) [Mau, 2020].

Uniform illumination as shown in Figure 3.5 is achieved by means of scanning a Gaus-
sian beam using the setup shown in Figure 3.3. The Gaussian beam is scanned across the
FOV (which is also tunable) to attain a table-top cross section illumination.The scanning
is done via a galvanometer mirror which moves based on short electrical impulses pro-
grammed to scan across a defined set of angles which gives the tunability over the size
of the FOV. The scanning is done along both the axes to form the tabletop illumination
profile as shown in Figure 3.5. This results in a large FOV with uniffrom illumination as
shown in Figure 3.4.

3 Results

Now we use the concept of flux, but instead of tracing the z-dependence we look at
the 2D plane of a COS7 cell sample in order to multiplex. In existing systems, the major
caveat being the spectral overlap limitation, since most fluorophores are closer to the red

37



Chapter 3. New Approach to Multiplexing

end of the spectrum as well as the necessity to have spectrally distinct fluorophores to
disentangle them.

Thus, with uniform illumination and long ON time, we can separate two species the-
oretically. Long ON time is required in order to have the fluorescence flux and not the
global intensity since the molecule can come ON and OFF at any point when the camera
is on. For example if the molecule came ON in the 10th frame and was OFF/disappeared
in the 15th frame. We don’t have access to the exact timestamp of the molecule coming
ON or OFF, but discounting the first and last frame, we for sure know that the molecule
was ON from the 6th frame to the 14th frame. This gives us 9 frames, over which we
can average the intensity of the molecule. Now, had the molecule come ON for just two
frames, we will have added noise when we consider it as 2 frames while averaging the
intensity since the percentage error increases. Thus, one of the key aspects of utilising flux
is temporal averaging. If we have many frames and long ON times of the molecules, the
error is very small. Thus, DNA-PAINT molecules are good candidates with their longer
ON time vs STORM fluorophore emitters.

4 Characterising results

In this Section we will look at some of the biological samples that are tagged with different
sets of fluorophores and elaborate on the analysis approach and results.

4.1 Characterising the Excitation and Flux empirical relationship

In this section we will be characterising the fluorescence emission based on the change in
excitation power. We expect a linear relationship with the photon flux and excitation as
we saw in the first Section. We do see a linear trend in Figure 3.6 but the relationship is not
exactly linear especially at low SNR with low power excitation. Thus, even for quite low
excitation powers we measure significant fluorescence flux difference in the examples that
we have shown. We can in fact do much better once we go to a higher power, and could also
do 3 fluorophore multiplexing as seen for the case in Figure 3.7 which is an outlook for this
new technique of flux based multiplexing. Below we only examine three powers, primarily
to obtain the trend for fluorescence flux and corroborate our theoretical calculations. Since
three points would essentially be sufficient to examine the linear relationship. The goal of
measuring the photon number is to check if we can classify the different species based on
this flux measurement as we expect from the theoretical calculation done in the previous
Section. We see that they are in good agreement but error in measurement, plays a
role when molecules that have similar values of brightness, indicating that an a-priory
calculation of brightness would help select fluorescent molecular probe combinations that
can be best for multiplexing. Notice that we are in no way constrained by the absorption-
emission spectra of these fluorophores.
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4. Characterising results

Figure 3.6: Mean number of emitted fluorescence photons from the sample for ATTO
647N (in Red), ATTO 655 (in Orange), ATTO 680 (in Purple) and ATTO 633 (in Blue)
vs the excitation power measured in the back focal plane (mW) for Camera exposure time
of 20 ms.

Figure 3.7: Mean number of emitted fluorescence photons from the sample for ATTO
647N (in Red), ATTO 655 (in Orange) and ATTO 680 (in Purple) for Camera exposure
time of 50 ms.

39



Chapter 3. New Approach to Multiplexing

4.2 Sets of Fluorophores

Figure 3.8: Emission Spectra of ATTO 633 (Blue), ATTO 647N (Red), ATTO 655 (Or-
ange), ATTO 680 (Purple) and ATTO 700 (Green). The X-axis is the wavelegnth in nm.
And Y-axis is the normalised fluorescence emission.

In Figure 3.8 we have the emission spectra of the major DNA-PAINT molecules in the
Red domain. We see that all of them have a considerable overlap amongst one another.
They are hard to separate even with spectral demixing based approaches. The emission
spectra of ATTO 633 (Blue), ATTO 647N (Orange), ATTO 655 (Yellow), ATTO 680
(Purple) and ATTO 700 (Green) are plotted in Figure 3.8. Here we also see that ATTO
680 (Purple) and ATTO 647N (Orange) [the set of fluorophores that can be multiplexed
using state of the art demixing techniques] are not as close as the set that we are going to
experimentally multiplex. The most close, with highest overlap is ATTO 647N (Orange)
and ATTO 655 (Yellow) which is what we demonstarte as a viable option for multiplexing
using our new flux-based demixing technique. This would be the most difficult scenario,
for conventional spectral demixing techniques. And if we are successful in disentangling
the two species it would be straightforward in terms of the extension of this flux-based
demixing technique to other sets of fluorophores. So we begin by examining this case.

4.3 Classification Likelihood

The assignment of molecules into different categories is based on the molecular flux
distribution. Given, the molecular flux, the probability of the molecule belonging to a
certain class is computed and assigned as such. The flux distribution with 2 peaks is
associated to say two types of molecules A and B. Each Gaussian profile is characterized
by a set of three parameters: its amplitude A, its mean value µ and its standard deviation
σ.
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The flux for each molecule is expected to have a normal distribution probability. Hence,
for a molecule of type A with a mean flux µA and standard deviation σA, its probability
follows a Gaussian

p(x) = 1√
2πσA

e
−(x−µA)2

2σ2
A (3.13)

The proportion of molecules type A and B in the ROIs is noted PA and PB respectively,
satisfying PA + PB = 1. It is related to the amplitude of the Gaussian by

AA/B =
PA/B√
2πσA

(3.14)

The likelihood for a molecule with flux x to be of type A with a probability of α satisfies
where p(x | A) is the probability of a molecule having flux x given that the molecule is
type A.

PAp(x | A)
PAp(x | A) + PBp(x | B) = α (3.15)

Which can be written as
p(x | A) = βp(x | B) (3.16)

with
β = α(1 − PA)

(1 − α)PA
(3.17)

In the special case of an equal proportion of molecule of type A and type B (PA = PB =
0.5) and the threshold probability for recognition is set to α = 0.5, then β = 1 and
p(x | A) ≥ p(x | B).

We now move on to implementing this in a sample of COS7 cells with tagged Clathrin
and Tubulin. The fluorophores used to tag are two sets of DNA-PAINT molecules in
Section and one set of STORM molecules.

5 Sample of COS7 cells: Clathrin - ATTO 655 and Tubulin
- ATTO 647N

We consider the entire FOV of the sample and divide into smaller ROIs. There is an
optimisation in the size of the ROI, too small or too large will not yield good distributions,
this was done manually. The idea is that with smaller regions would be more homogeneous
both in terms of the plane of imaging as well as illumination which are both explored in
the subsequent characterisations. The approach is discussed in depth below.

Figure 3.9 represents a sample image of area of 45µm x 45µm FOV, COS7 cell line
with Tubulin tagged using DNA-PAINT ATTO 647N fluorescent marker and Clathrin
tagged using ATTO 655 fluorescent marker with 0.2nmol imager/marker concentration.
In the entire FOV the centroids (across all frames) detected during the processing of the
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Figure 3.9: COS7 cell sample with X and Y coordinates in nm and the colorbar indicating
the molecular flux with number of photons in given area per unit time. The sample is
tagged with ATTO 655 Clathrin and ATTO 647N Tubulin. The FOV is divided into
two types of smaller ROIs. The Blue ROIs are regions where two distinct peaks for
the flux distribution can be computed and the Red ROIs are the regions where there
is predominantly one type of flux population or too few molecules to have any sort of
classification.

raw images, are classified as molecules based on the condition of spatial proximity (within
30 nm radius of each other). Thus, we have a set of consolidated molecules in the FOV as
depicted in Figure 3.9. The flux for each molecule is calculated by taking the average of
its intensity across all frames (ON time), excluding the first and last frame in which the
molecule appears and disappears respectively. This exclusion is because in the first and the
last frame we do not know the exact time at which the molecule appeared/disappeared. In
Figure 3.9 the colorbar on the right represents the flux thus calculated for each molecule.
The FOV in Figure 3.9 is treated and divided into smaller ROIs as indicated and being
represented by two colors; one type represented in Blue color and the other in Red color.
In each region molecular flux distribution is categorised into two Gaussian distributions
with a certain threshold (confidence level of 60%). Blue color ROIs represent areas in
which we successfully detect two distinct distributions of the flux. However in the Red
color ROIs we are unable to detect two distinct flux distributions indicating predominantly
the presence of one type of molecule.
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(a) Red ROIs (b) Blue ROIs

Figure 3.10: In each of the ROIs shown in Figure 3.9 (a) Distribution of flux for Red
ROIs where we have predominantly one type of flux population and unsuccessful in fitting
two distributions.(b) Distribution of flux for Blue ROIs wherein we can classify and fit
two normal distributions. All the ROIs are of the same size. The Blue curve represents
the ATTO 655 population, the Red curve represents the ATTO 647N population and the
Black curve is the cumulative of the two curves.

Figure 3.10 (a) illustrates as an example, a flux distribution binned based on molecular
flux, detected in a Red ROI. Wherein X-axis represents the flux value and the Y-axis rep-
resents the number of molecules belonging to the corresponding flux bin in the histogram.
In this illustration of the Red ROI the predominant flux value is around 1250 units and the
range of molecular flux observed is 600 to 2500 units. Here we see that we do not detect
the presence of two peaks in molecular flux distribution. Figure 3.10 (b) illustrates one of
the Blue ROIs with a histogram of flux distribution with successful disentanglement into
two distinct populations. One of the population (ATTO 655 fluorophore marker tagged
to Clathrin) has a mean molecular flux of 750 units (represented by a Blue curve) with a
range between 500 to 1200 units. Whereas the other population (ATTO 647N tagged to
Tubulin, represented by a Red curve) has a mean molecular flux of 1700 units and a range
from 500 and extending to beyond 2500 units. The consolidated distribution (addition of
the two Red curve and Blue curve fitted distributions) is represented by the Black curve.
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5.1 Probability Map

Figure 3.11: The Blue ROIs from Figure 3.9 are taken and the probability of the molecule
being of species A which is ATTO 655 is computed and plotted across the FOV. The
colorbar represents the probability map.

The Blue ROIs in the image (Figure 3.9) gives a flux distribution with 2 peaks associated
to the two types of molecules A and B. Each Gaussian profile is characterized by a set of
three parameters: its amplitude A, its mean value µ and its standard deviation σ.

Now we consider Figure 3.9 and calculate the conditional Bayesian likelihood probability
for ATTO 655 and ATTO 647N (they are complimentary) in each of the Blue ROIs as
described above. Figure 3.9 is further treated to remove all the Red ROIs which has only
one predominant species or very few molecules (empty space). For the remaining part
of the FOV in Figure 3.9 the probability of a certain value of flux occurring given the
fluorescent marker being ATTO 655 is evaluated. This probability map is presented in
Figure 3.11, the colorbar represents the probability of the fluorophore marker being ATTO
655. By inspection it clearly shows the classification of the two fluorophore markers is
working in most part of the FOV. The lowest located ROI will be discussed along with
Figure 3.13 in the coming Section. In Figure 3.12 we further present the zoomed in part
of one of the ROI of Figure 3.11.
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Figure 3.12: Zooming in on one of the ROIs from Figure 3.11 which indicates the prob-
ability map of a molecule being ATTO 655. That is, Yellow indicates the ATTO 655
molecules and the Blue indicates the ATTO 647N (complimentary probability) with the
same colorbar.

5.2 Ratio Invariance

As discussed above two of the main characteristics of the population is the mean molec-
ular flux and the amplitude of the Gaussian distribution. For the set of Blue ROIs we
have two peaks of molecular flux distribution quantified by their respective peaks, binned
in the histogram. The mean molecular flux value for each peak is calculated by taking
the mean of the bin in which the peak resides. Thus, for such ROIs indicated in Blue,
we have two mean peak values of molecular flux corresponding to the two species of fluo-
rophore markers. These values appear to vary depending on the ROI locally. In order to
quantify this, in Figure 3.13 (a) we plot the mean peak molecular flux values for the two
species (ATTO 647N in Blue and ATTO 655 in Red) along the X-axis and the number of
molecules corresponding to that peak on the Y-axis. We see that there is local variability
of the mean molecular flux of each of the species across the FOV. This could be due to
the axial defocusing of different parts of the cell owing to the 3D nature of the sample.
This can be verified by calculating the ratio of mean fluxes of ATTO 655 to ATTO 647N
in each of the ROI and checking if it has any variability by plotting against one of the
mean flux (here ATTO 655). The idea of which being that if these tagged molecules are
in the same plane, even though their individual mean flux values could differ, their ratio
is expected to remain same. This is plotted in Figure 3.13 (b) and indicates a constant
value of the ratio of the mean flux even though the individual means for each ROIs vary.
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Figure 3.13: (a) Number of molecules having a certain flux is plotted according to the
classification in each Blue ROI from Figure 3.9. This illustrates how the flux is changing
across ROIs for both the species. (b) In order to verify if this is not due to illumination
changes we plot the ratio of mean molecular flux of ATTO 655 to ATTO647N vs the mean
flux of ATTO 655 in each ROI.

Our argument is therefore valid when the ROI is small thereby the two fluorescent tags
exist in the same plane.

One should note if these conditions are not satisfied (as seen in lowest ROI in Figure
3.11), the flux change in the image seems to be related not to the illumination or the
position in the image but more to the defocusing (axial component). Thus we conclude
from simple inspection that this technique works in most parts of the FOV, as the Clathrin
tagged ATTO 655 appear on an average different from the Tubulin tagged ATTO 647N.

Now we will consider the whole FOV presented in Figure 3.9 including the Red ROIs.
We will evaluate the probability of a certain value of flux occurring given the marker being
ATTO 655 across the whole FOV as shown in Figure 3.14. This is not a correct extension
as in the Red ROIs technically, only one type of molecule is present. Hence the treatment
will lead to erroneous classification as is evident from the fact that Microtubules tagged
with ATTO 647N are being classified as ATTO 655 on the upper part of the FOV in Figure
3.14. This demonstrates that the presence of the two molecules in a ROI in fact helps
in classifying them as separate species more successfully than when only one molecule is
present due to defocusing related intensity variation as discussed in Figure 3.13. This
indicates there exists an optimum size of ROI as indicated in Figure 3.24 and Figure 3.25.
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Figure 3.14: The probability map extended for the entire FOV with Yellow being ATTO
655 and Blue being ATTO 647N an the colorbar being the probability of being ATTO
655.

5.3 Renormalization

In Figure 3.15 we examine the other main parameter of the Gaussian fit which is the
standard deviation. The standard deviation/width of the two Gaussians are a proxy for
how tightly one can classify the two species. In Figure 3.15 (a), the histogram of flux for
the ensemble of the Blue ROIs is used to normalise such that the mean flux of the ATTO
647 (2nd peak) is the same in all the ROIs. We see that there is a slight improvement of
the histogram with peaks that are a bit less wide. The non-normalised distribution and
the normalised distribution are then compared in Figure 3.15 (b) by plotting the standard
deviation in each case (for each of the species, ATTO 647N in Red and ATTO 655 in
Blue). We can see that in this treatment the width of the 2 peaks for each ROI and the
value of the fit performed on the histogram of the non-normalized image (dashed lines)
and on the normalized image (solid lines), there is indeed a little improvement but not
enough to deserve such a complex re-normalization for this image at least. Hence we have
not considered this treatment for the separation of the species as part of the analysis.

The result with the use of the image histogram and calculation of the probability of
being ATTO 655 / 647 over all the ROIs give good result - it is not very different from
the determination over each ROI independently.
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Figure 3.15: (a) Histogram of flux distribution across all Blue ROIs from Figure 3.9 in
Blue and normalised flux in Orange. We see an improvement upon normalization. (b)
Standard deviation of the Gaussian fits plotted for each of the species across each ROI
with Red being ATTO 647N and Blue being ATTO 655 species. The dashed lines are
for the case of non-normalized data and the solid lines for the normalized data for each
species.

5.4 Standard Deviation

The other main parameter of the Gaussian fit is the standard deviation σ of each of the
fits. This represents the amount of dispersion of values about the mean. In Figure 3.16 (a)
in the X-axis we have the frame number and in the Y-axis we have the number of molecules
with the corresponding ON frames, we plot the ON time for all the molecules and observe
an exponential decay. This is probably due to bleaching of the molecules. We see that the
molecules are ON for at least three frames since we do not consider such molecules for the
analysis and treatment otherwise. In Figure 3.16 (b) we consider molecules with varying
probability of being ATTO 655 along the X-axis and the mean ON time (in number of
frames) along the Y-axis. That is, molecules that have the probability of being ATTO
655 closer to 1 are most certainly ATTO 655 - Clathrin (as in Figure 3.11) and on the
other end of the spectrum if they are closer to zero probability of being ATTO 655 then
they are most certainly the second type of species, which is ATTO 647N. Thus, we have
the entire spectrum of molecules; on the right ATTO 655 and left ATTO 647N. Now for
each of these probability categories we look at the corresponding mean ON time of all
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Figure 3.16: (a) ON time - histogram for all molecules that have ≥ 3 frames. (b) Based
on the probability map from Figure 3.11 molecules classified based on the probability of
being ATTO 655 and their corresponding mean ON time in frames. We see a trend of
ATTO 647N molecules (probability of being ATTO 655 close to 0) with longer ON time.

molecules that fall into this probability. And we see that in Figure 3.16 (b) we have a
trend of the mean ON time for ATTO 647N being markedly higher (close to 6.4 frames)
than for ATTO 655 (close to 4.2 frames). Thus, this is an additional dimension that can
be accessed to classify fluorophore markers. And in this case ATTO 647N has both a
longer mean ON time and a larger mean flux, but this need not always be the case, and
it depends on the DNA-PAINT molecular properties.
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5.5 Quantification of the Robustness of the novel Flux-based multiplex-
ing classification

Figure 3.17: In this Figure we consider the probability map of Figure 3.12 in terms of
ATTO 655, and select 10 regions of Clathrin and Tubulin each by means of spatial struc-
ture and morphology. Since morphologically, Clathrin is globular whereas Tubulin is
filamentous we are able to examine the classified molecules in each of these structures to
quantify the robustness of our classifxation technique.

Now that we have characterised the analysis procedure along the main parameters of the
fit of the normal distributions, we now quantify the robustness of the classification and
cross-talk. That is, cases wherein we clearly know that the molecules must be say ATTO
655 but are classified as ATTO 647N and vice versa. This can be done by exploiting
spatial specificity of the underlying cellular structures. We know that Tubulin has a con-
tinuous filamentous rope like structure and Clathrin is interspersed through the cellular
matrix with a globular architecture. Exploiting this a-priory knowledge we select 10 re-
gions of Tubulin and Clathrin each, as shown in Figure 3.17 and analyse these regions.
Since we know clearly what these regions are supposed to contain, we can have a quan-
tifiable estimate in terms of the mis-classification and cross-talk. In Figure 3.17, we have
the probability map of Figure 3.11 of the sample and the regions which are selected are
highlighted in Blue.

In Figure 3.18 we have the statistics for all the selected regions in Figure 3.17. In Figure
3.18 (a) we have the percentage of molecules recognised as ATTO 655 - Calthrin indicated
in Blue (closer to probability 1) and in Red (with the complimentary probability) we have
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Figure 3.18: (a) Percentage of molecules recognised as ATTO 655 (complimentary for
ATTO 647N) in Blue for Clathrin region (x10) and Red for Tubulin (x10). (b) In each of
the 10 region sets for Clathrin and Tubulin with Tubulin species in Orange and Clathrin
in Blue for quantifying the robustness of the classification of molecules with error bars as
the standard deviation to quantify the cross-talk.

Tubulin for each of the selected regions of Figure 3.17. We see that we have more than
90% accuracy in Tubulin detection and we have about 10% noise due to Clathrin in the
Tubulin regions. In Figure 3.18 (b) we have the statistics for each set (10 samples for
Clathrin on the left and 10 samples for Tubulin on the right) with Blue being Clathrin
and Orange being Tubulin with error bars as their corresponding standard deviations.
Thus we see that the results are very promising as we have low mis-classification and this
is assuming that Clathrin is not present atop/in congruence with Tubulin which may as
well be the case in the sample, so this is an upper limit that one can consider. And we
see that we are able to successfully demix the sample into two species with relatively low
miss-classification based on flux. One can additionally augment this by probing the ON
time as an added dimension as well but flux alone is sufficient to yield good demixing
results. We see 90% and 85% accuracy for Clathrin and Tubulin respectively indicating
that the method is indeed very robust.
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Figure 3.19: Same treatment as in Figure 3.17 but different ROI. Considering Figure 3.13
with the probability map of ATTO 655 and selecting 10 regions each for Clathrin and
Tubulin by means of spatial structure to characterize misclassification.

Figure 3.20: Same treatment as in Figure 3.18 but different ROI. (a) Percentage of
molecules recognised as ATTO 655 (complimentary for ATTO 647N) in Blue for Clathrin
region (x10) and Red for Tubulin (x10). (b) In each of the 10 region sets for Clathrin and
Tubulin with Tubulin species in Orange and Clathrin in Blue for quantifying mis-classified
molecules with error bars as the standard deviation.
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We illustrate the same results through following the same procedure, across another
ROI to ensure there is no bias in picking the ROI. And this is given in Figure 3.19 and
Figure 3.20. In Figure 3.19 we again select 10 regions each for Clathrin and Tubulin and
do the same analysis as shown in Figure 3.20. In Figure 3.20 we see that the classification
is very similar.

5.6 Flux Demixing

Figure 3.21: Emission spectra for ATTO species 647N (Blue) and 655 (Purple). They are
very close and virtually the same in terms of their emission spectra. X-axis is wavelength
in nm.

Thus, to summarise what we did, COS7 cells were immonolabelled using ATTO 655
and ATTO 647N whose emission spectra are given below in Figure 3.21. The Tubulin was
labelled using ATTO 647N and Clathrin was labelled using ATTO 655. The sample was
excited uniformly.

When we image a sub-area, we see that we are able to discern the difference between
their fluorescence flux as show in Figure 3.22. In Figure 3.22 we have the molecular flux
distribution with the colorbar on the right representing the flux for each of the molecules
in the ROI with Green being Tubulin tagged with ATTO 647N and Blue being Clathrin
tagged with ATTO 655. The details of flux calculation, analysis and characterization are
described in the next section.
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Figure 3.22: Flux distribution for a sample of COS7 cell, ATTO species 647N in Green
and 655 in Blue for tubulin and clathrin respectively. Colorbar on the right indicates the
flux.

Figure 3.23: Flux distribution histogram for the sample in Figure 3.23 indicated by light
Blue bars with X-axis as the flux and Y-axis with the number of molecules. The Black
curve is the composite distribution, the Red curve for ATTO 647N, and Blue curve for
ATTO 655 are the individual distributions for the respective species of fluorophore emit-
ters. They are very close and virtually the same in terms of their emission spectra but we
see here that there is a distinction in term of their flux distribution.

The Blue labels are used for Clathrin and the Green are for Tubulin. This was dis-
tinguished by disentangling the fluorescence distribution, as shown in Figure 3.23, into
two normal distributions with Bayesian probability (in this case 60%). This is done by
assigning probabilities for each point in the distribution to either classify them as one or
the other species, based on the distance of the species from the center of the two normal
distributions. The image was also filtered for any additional random noise by having a
Density-based spatial clustering of applications with noise (DBSCAN) spatial cluster al-
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gorithm using the Abbelight software. DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) is a powerful clustering algorithm employed in image processing
for efficient background removal. By grouping pixels based on their density in the spatial
domain, DBSCAN identifies and separates foreground objects from the background, mak-
ing it particularly effective in scenarios with varying object shapes and sizes. Its ability
to handle noise and outliers enhances its suitability for robust background segmentation,
providing clearer and more accurate results in image analysis applications

In the histogram distribution (light Blue) we can see that upon classification to ATTO
647N (Red) and ATTO 655 (Blue) we can disentangle the ROI of interest and we also see
the overlap in the two distributions is quite large owing to the low concentration of ATTO
655 as well as the proximity of the two species spectrally. More on fitting the distributions,
classifying regions is elaborated in the coming section.

5.7 Zooming into the FOV

(a) Region 1 (b) Region 2

Figure 3.24: The FOV in Figure 3.22 is taken and smaller ROIs are selected as indicated
by the boxed regions 1 and 2. They are further magnified and shown along with their
corresponding molecular flux distribution for each of the regions. We see that the peaks
and distributions are more distinct in the smaller regions 1 and 2 as compared to the entire
FOV shown in Figure 3.23.

We expect that upon zooming into the FOV, with smaller pieces of ROI we should
see the distribution becoming more distinctly bimodal, since the local inhomogeneities in
space will reduce upon observing smaller ROI. And this is exactly what we observe as seen
in Figure 3.24 and Figure 3.25. Upon looking at a smaller region of randomly selected
area, we see that the classification is more distinct. This is due to the fact that locally
the distributions are more distinctly classifiable owing to the comparable concentration
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locally as well as the plane of both the tags being the same, when compared to the
global picture. Since we have selected Clathrin and Tubulin which are interspersed in
the cellular matrix, locally and globally we expect a similar bi-modal distribution. But
when you have a predominance of one species we can easily classify all the points as
one species in the absence of the other species and as you reduce the ROI size we see a
comparable concentration of both (in regions where both are present for example Clathrin
and Vimentin both close to the nuclear membrane) . If we have a very small ROI that is
an issue as well, as we will see fewer set of molecules and will enter the regime of having
a predominance of one of the species again. With respect to the plane of illumination,
locally we expect in a small ROI to be more flat/in the same plane as opposed to looking
at the global FOV. Since both the concentrations as well as the z-axis location of our
fluorescent probe plays a crucial role in our classification system, we optimize the ROI size
for classification based on the sample.

In the distribution of both the figures we now clearly see that the overlapping region has
reduced considerably and the classification of the distribution into two separate normal
distributions is more robust. Flux distribution histogram for the sample zoomed in to the
region is also indicated. The Black curve is the composite distribution and the Red for
ATTO 647N, and Blue for ATTO 655 are the individual species’ classification. The local
concentration is comparable and the distinction between the two peaks has more parity.

5.8 Local Assignment

Figure 3.25: Classifying the entire FOV based on segmentation into smaller ROIs and
minimum threshold of fluorophore concentration of each species. Green is one species and
Blue is another species.

Since it is evident that upon picking smaller ROIs we enhance the local homogeneity
and increase the segregation in the classification process, we now analyse the entire FOV by
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dividing it into smaller regions. We have control over the size as well as the concentration
threshold of each species of the fluorophore (Regions with small number of molecules
which is basically empty space is rejected). That is, we can assign ROI sizes based on the
number of fluorophores (concentration). This was used to segment the sample into smaller
ROIs where we have classified the two species through local as shown in Figure 3.25. In
Figure 3.25 we have ATTO 647N tagged to Microtubules in Blue and ATTO 655 tagged
to Clathrin in Green.
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6 Sample of COS7 cells: Clathrin - ATTO 680 and Tubulin
- ATTO 647N

Now that we have seen that the flux based multiplexing technique works well, we proceed
to elaborate on the detailed approach of the classification of the molecules into two species
and what parameters can be used to do so for a sample of COS7 cells tagged with ATTO
680 Clathrin and ATTO 647N Tubulin. The same analysis was repeated for a sample of
COS7 cell. The sample was tagged with ATTO 680 (Clathrin) and ATTO 647N (Tubulin).
Here we see that ATTO 680 and ATTO 647N are not as close as the previous set that we
examined which was the most close with highest overlap, that is ATTO 647N and ATTO
655. Since the technique works with such a high degree of overlap and proximity spectrally
as seen in the previous set of experiments, the second sample set is to illustrate that it is
not limited to just one combination of fluorophore emitters.

Figure 3.26: Another COS7 cell sample with X and Y coordinates in nm and the colorbar
indicating the molecular flux. Tagged with ATTO 680 Clathrin and ATTO 647N Tubulin.
The FOV is divided into two types of smaller ROIs. The Blue ROIs are regions where
two distinct peaks for the flux distribution can be computed and the Red ROIs are the
regions where there is predominantly one type of flux population or too few molecules to
have any sort of classification.

In Figure 3.26 we have COS7 cells with FOV 45µm x 45µm. The Blue ROIs again
here indicate the presence of distinct bimodal distribution with two peaks which can be
fit with two normal functions. And the Red ROIs are regions where such a classification
is not possible.
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(a) Red ROIs (b) Blue ROIs

Figure 3.27: In each ROIs shown in 3.26 (subdivided into smaller parts from the full FOV,
45 µ x 45 µ), are marked by Red-ROIs and Blue-ROIs, based on observed flux distributions.
(a) Red ROIs: Flux of photons with frequency of its occurrence as observed in a Red-
ROI, it is evident that in Red ROIs distribution does not admit combination of two
normal distributions, and (b) Blue ROIs: Flux of photons observed with their frequency
of occurrence in Blue-ROIs. In the Blue-ROIs, the distribution of photon flux distribution
admits combination of two normal distributions, one marked by blue-curve (representing
ATTO 680 flurophores), other distribution marked by red-curve (representing photon flux
from ATTO 647N) and joint (combined) distribution by black-curve.

In Figure 3.27 right, we have an example of one such Blue ROI molecular flux distri-
bution (light Blue histogram) with two distinct peaks fitted with Gaussian. The Red and
Blue curves indicate the fits for each species respectively.

Contrastingly, in Figure 3.27 left, we have predominantly only one type of population/
species of fluorophore emitter of one of the Red ROIs. Thereby we cannot classify this
region into two species.
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Figure 3.28: The Blue ROIs from Figure 3.26 are taken and the probability of the molecule
being of species A which is ATTO 680 is computed and plotted across the FOV. The
colorbar represents the probability map.

Figure 3.29: Zooming in on one of the ROIs from Figure 3.26 which indicates the prob-
ability map of a molecule being ATTO 680. That is, Yellow indicates the ATTO 680
molecules and the Blue indicates the ATTO 647N (complimentary probability) with the
same colorbar.

In Figure 3.28 we have the probability map of the molecule being ATTO 680 computed
based on the same analysis as done in Figure 3.11. In Figure 3.28 the X-axis and Y-axis are
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in nm and the color bar represents the probability of the molecule being ATTO 680. That
is, if the molecule has a probability close to 1, it is highly likely to be ATTO 680 which is
indicated in Yellow. This matches the expected tagged organelle which is Clathrin as seen
in Figure 3.28 and more evidently in Figure 3.29. Figure 3.29 is the zoomed in plot of one
of the ROIs of Figure 3.28. And we can clearly see that Clathrin tagged with ATTO 680
is Yellow (probability close to 1 on the colorbar) and Tubulin tagged with ATTO 647N is
Blue (probablity of being ATTO 680 close to 0).

Figure 3.30: (a) On time histogram for all the molecules that have ≥ 3 frames. (b) Based
on the probability map from Figure 3.26 molecules classified based on the probability of
being ATTO 680 and their corresponding mean ON time in frames. We see a trend of
ATTO 647N molecules (probability of being ATTO 680 close to 0) with longer ON time.

In Figure 3.30 we have the same plots as shown in Figure 3.16 for this sample. On the
left we have the histogram for ON time/frame. And on the right we have the probability
of the molecule being ATTO 680 along the X-axis and the corresponding mean ON time
along the Y-axis. Even here like the previous experiment, we have ATTO 647N having a
larger ON time close to 6 frames and ATTO 680 close to 4 frames. This analysis was done
for molecules with ≥ 3 frames of ON time as in the previous experiment/sample. This
further indicates that we can exploit the ON time of the molecules as another parameter
to classify molecules apart from and added to their molecular flux measurements.

In Figure 3.31 we have the quantification of effectiveness of the classification between the
molecules, same analysis carried out as in Figure 3.18 and Figure 3.20 with the previous
sample. A single ROI was taken and 10 regions of Clathrin and 10 regions of Tubulin
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Figure 3.31: Same treatment as in Figure 3.19 but different sample (a) Percentage of
molecules recognised as ATTO 680 (complimentary for ATTO 647N) in Blue for Clathrin
region (x10) and Red for Tubulin (x10). (b) In each of the 10 region sets for Clathrin and
Tubuli nwith Tubulin species in Orange and Clathrin in Blue for quantifying mis-classified
molecules with error bars as the standard deviation.

were selected based on their spatial morphology. The number of Clathrin tags in Tubulin
selected regions and vice versa were computed. We see that we have a higher Cross talk
on Clathrin. This depends on three primary parameters, one the concentration of the
fluorophore imager/tag, secondly the colocalization of both the imagers with one being
less adding to more relative cross talk and thirdly the chemical non-specificity (for which
we cannot access the ground truth). We see 80% and 90% accuracy for Clathrin and
Tubulin respectively indicating that the method is indeed very robust.
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6.1 STORM Sample of COS7 cells: Clathrin - CF680 and Tubulin -
CF647

Now that we have established that the technique works well with different types of DNA-
PAINT fluorophore emitters, we now move on to STORM fluorophore emitters. These
species are not ON for a very long time like DNA-PAINT. They blink quite quickly in
comparison and this will add to the error in terms of flux calculation as discussed in
Section 1. But nevertheless we carry out the same analysis approach of flux calculation
and classification in this sample of COS7 cells with CF647 tagged Tubulin and CF680
tagged Clathrin.

Figure 3.32: Distribution of photon flux in one of the Blue ROIs shown in Figure 3.33,
wherein we can classify and fit two normal distributions. The Blue curve represents the
CF680 tagged Clathrin population, the Red curve represents the CF647 tagged Tubulin
population and the Black curve is the cumulative sum of the two curves, we treat this as
typical distribution

We have COS7 cells tagged for STORM with a FOV 45µm x 45µm. In Figure
3.32 we have an example of one such ROI wherein molecular flux distribution (light Blue
histogram) with two distinct peaks is fitted with two Gaussians. The Red and Blue curves
indicate the fits for each species respectively.
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Figure 3.33: The photon flux distribution shown in Figure 3.32 is taken and the probability
of the molecule being of species A, which is CF680, is computed and plotted across the
ROI. The colorbar presented represents the probability map of the molecule being CF680.

Figure 3.34: The probability map shown in 3.32 is extended over a larger FOV of 30 µ x
25 µ size with Yellow being CF680 (Clathrin) and Blue being CF647 (Tubulin) as in 3.33.
The colorbar being the probability of being CF680.
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In Figure 3.33 we have the probability map of the molecule being CF680 computed
based on the same analysis as done in Figure 3.11. In Figure 3.33 the X-axis and Y-axis
are in nm and the color bar represents the probability of the molecule being CF680. That
is, if the molecule has a probability close to 1, it is highly likely to be the CF680 species
which is indicated in Yellow. This matches the expected tagged organelle which is Clathrin
as seen more evidently in Figure 3.33. And we can clearly see that Clathrin tagged with
CF680 is Yellow (probability close to 1 on the colorbar) and Tubulin tagged with CF647
is Blue (probability of being CF680 close to 0). The probability map is extended over a
larger FOV of 30 µ x 25 µ size in Figure 3.34.

CF680

Figure 3.35: (a) On time histogram for all the molecules that have ≥ 3 frames. (b) Based
on the probability map from Figure 3.32 molecules classified based on the probability of
being CF680 and their corresponding mean ON time in frames. We do not observe a trend
for the ON time for STORM.

In Figure 3.35 we have the same plots as shown in Figure 3.16 for this STORM sample.
On the left we have the histogram for ON time/frame number. And on the right we
have the probability of the molecule being CF680 along the X-axis and the corresponding
mean ON time along the Y-axis. This analysis was done for molecules with ≥ 3 frames
of ON time as in the previous experiment/sample. Since the ON time of molecules used
in STORM is very small, we do not see a trend or correlation between the species and
ON time. Thus, this illustrates the fact that fluorescence flux measurement is a more
robust parameter to multiplex samples with. Th fluorescence flux is an averaged property
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across each frame wheres the ON time a single measurement for each molecule. This also
contributes to the robustness of multiplexing with fluorescence flux as the differentiating
characteristic as opposed to the ON time.

CF680
CF647

Figure 3.36: a) Histogram of flux distribution across all ROIs in light Blue and normalised
flux in Orange. (b) Standard deviation of the Gaussian fits plotted for each of the species
across each ROI with Red being CF647 and Blue being CF680 species. The dashed lines
are for the case of non-normalized data and the solid lines for the normalized data for each
species.

In Figure 3.36 as done in Figure 3.15, we examine the other main parameter of the
Gaussian fit which is the standard deviation. The standard deviation/width of the two
Gaussians is a measure of the confidence of the classification of the two species. For
example, the distributions are broader and have a larger overlap, like in the case of the
ratio parameter in spectral demixing. We have something similar while classifying based
on the fluorescence flux but the key advantage of looking at the flux distribution is its
independence from the emission spectra. We can have molecules with identical spectra
and different brightness, and we will be successful in disentangling the two. In Figure
3.36 (a), the histogram of flux for the ensemble of the Blue ROIs is used to normalise
such that the mean flux of the CF647 (2nd peak) is the same in all the ROIs. The non-
normalised distribution and the normalised distribution are then compared in Figure 3.36
(b) by plotting the standard deviation in each case (for each of the species, CF647 in Red
and CF680 in Blue). We can see that in this treatment the width of the 2 peaks for each
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ROI and the value of the fit performed on the histogram of the non-normalized image
(dashed lines) and on the normalized image (solid lines). The normalization does not
add to a significant improvement in the classification process when compared to the non-
normalized data treatment, hence we have not considered this treatment for the separation
of the species as part of the analysis.

Figure 3.37: Considering Figure 3.32 with the probability map of CF680 and selecting
10 regions each for Clathrin and Tubulin by means of spatial structure to characterize
miss-classification.
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Figure 3.38: Same treatment as in Figure 3.19 but different sample (a) Percentage of
molecules recognised as CF680 (complimentary for CF647) in Blue for Clathrin region
(x10) and Red for Tubulin (x10). (b) In each of the 10 region sets for Clathrin and
Tubulin with Tubulin species in Orange and Clathrin in Blue for quantifying miss-classified
molecules with error bars as the standard deviation.

In Figure 3.37 we have the quantification for the robustness of the classification of
molecules, the same analysis carried out as in Figure 3.18 and Figure 3.20 with the previous
sample. A ROI was taken and 10 regions each of Clathrin and Tubulin were selected based
on their spatial architecture. The number of Clathrin tags in Tubulin selected regions
and vice versa were computed. We see that in Figure 3.38 we have a higher Cross talk
on Clathrin. This depends on three primary parameters, one the concentration of the
fluorophore imager/tag, secondly the colocalisaion of both the imagers with one being less
adding to more relative cross talk and thirdly the chemical non-specificity (for which we
cannot access the ground truth). We see that we can disentangle the sample well even in
the case of STORM. With close to 75% for Clathrin and 95% for Tubulin.
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6.2 Comparison with Spectral Demixing

Figure 3.39: Same sample used for spectral demixing as in Section 5 with ATTO 647N and
ATTO 655. In the spectral demixing configuration with the fluorescence emission split
into two channels using a dichroic and flux calculated in both the cameras and plotted
against each other. Along the X-axis we have the fluorophore ATTO 647N on Camera 1
and along the Y-axis we have fluorophore ATTO 655 on Camera 2. The color (Yellow-
Blue, Yellow being more number of molecules) represents the number of molecules. We
see a distinct separation yielding two species.

The same sample used in Section 5, was used for acquiring spectrally demixed data in
order for us to compare the two techniques. This was done by having the same sample but
splitting the fluorescence emission into two channels as described in the previous Chapter,
and individually looking at each camera. Now that we have data from the two cameras,
the flux was calculated for each of them.

In Figure 3.39 we have plotted the flux for each molecule on Camera 1 along the X-axis
and flux of each molecule on Camera 2 along the Y-axis. The color (Yellow to Blue)
indicates the number of molecules, that is Yellow is where the maximum molecules are
located. We see that we can enhance spectral demixing as we have a very distinct disparity
and separation between the two species. This gives us an extra variable to work with and
add to the dimension of classification apart from calculating the ratio over two cameras.
We see that the radial distance of the centroid of the distribution here is indicative of the
separation between the two species.
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Figure 3.40: Correlation between spectral demixing ratiometric analysis (light Blue) and
flux demixing based approach for the two species classified into ATTO 647N (Green) and
ATTO 655 (Yellow). The Y-axis is the number of molecules.

We now compare it with the ratiometric classification used in spectral demixing to look
at the spread of distribution. Since the most efficient existing technique is spectral demix-
ing, we compare the flux based approach with spectral demixing ratiometric classification.
The same sample and ROI was used for ratiometric assessment and in Figure 3.40 we see
that the distributions look well correlated. The spectral demixing data is in light Blue and
the flux based analysis is in Green for ATTO 647N and in Yellow for ATTO 655. Flux
based approach was basically done on both the cameras. The molecules with ON time
greater than two frames were taken which is why we have lesser number of molecules in the
flux based approach. The Y-axis is the occurrence or number of molecules and the X-axis
is the spectral ratio computed as given in the previous section for the spectral demixing
approach and for the flux based approach, the same ratiometric analysis was employed.
The classification was done by fitting two normal distributions.

rflux = FluxCam1
FluxCam1 + FluxCam2

(3.18)

In spectral demixing the next step of classification is carried out through manual selec-
tion of thresholds of the ratios as indicated in the previous section. The spectral demixing
data treatment further involves classifying the molecules based on the ratio as seen from
the blue distribution in Figure 3.40. The region of overlap is not included in the analysis
and the threshold for selecting molecules is manually set. For example in this case, if
molecules having a ratio between 0.4 to 0.6 are removed from the dataset, we can classify
the rest of the molecules into either of the species. This would have a best case scenario
of a rejection of around 30 % of molecules from our sample.
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7 Conclusion and Outlook

We here in this Chapter have demonstrated that the Flux-based demixing technique as
a reliable go to approach. We have established that this method is not limited by the
spectrum of the molecule. This allows the opening up for imaging multiple fluorophores in
the visible range as well as spectrally close molecules. This broad range of wavelength and
spectral access has never been possible before. This technique augments existing spectral
demixing techniques and has the potential to enhance the number of multiplexed channels
through an added dimension on flux measurement as well as ON time (for DNA-PAINT).
Proposed technique is relatively simple to implement (single detector/channel, source,
data) and has been applied as a stand alone analysis for many samples and combinations
of fluorophores. A set of case studies are presented to show the effectiveness of identifying
fluorophores based on their fluxes and statistics are presented. The technique has also
been demonstrated in STORM. To summarize this Chapter, we have demonstrated a
new flux based multiplexing technique that has an accuracy of 80 % to 95 %. Spectral
demixing approach has a cross- talk of around 5 % ([Mau, 2020]). The rejection rate
in spectral demixing is in the range of 30 % to 50 % ([adrien ])and in the flux based
multiplexing approach we have a rejection rate of 25 % for DNA-PAINT and a large
rejection rate of 75 % for STORM fluorescent probes due to its short On times. Thus, we
see that the fluorescence flux based demixing technique performs very well for molecules
that have comparable absorption-emission spectra which are currently not capable of being
dis-entangles using cutting edge techniques such as spectral demixing. This opens up the
possibility of multiplexing with a single excitation laser using a single channel of detection.
This technique also allows one to select fluorophores in the Red domain (emission in red)
that are less phototoxic. This technique has been demonstrated in both DNA-PAINT
and STORM as a standalone technique and can be used to augment other techniques
of multiplexing with an added parameter to disentangle and classify different species of
fluorescent probes.

Outlook of this project would involve extending to multiple excitation sources (tuning
the flux independently) with many excitation wavelengths and combining this technique
with measurement of other parameters such as z-localization. And importantly, to explore
the correlation between species category and spatial configuration. Since molecules that
are closer in a certain morphological and spatial structure are more likely to be of the
same species, this component can be used to augment the de-mixing process as an added
parameter. This would work best for targets that are morphologically distinct such as
Clathrin and Tubulin. And finally using these sets of raw images and post classified images
using flux-based demixing to develop machine learning based algorithms to automate the
process and make predictions on the category of the fluorescent probe in a guven sample.
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Chapter 4
Fluorescence Lifetime Imaging Microscopy

Within this chapter, we embark on an exploration of Fluorescence Lifetime
Imaging Microscopy (FLIM), delving into its theoretical underpinnings and
elucidating the recent advancements in both experimental methodologies and
data analysis techniques. Fluorescence lifetime is another fundamental prop-
erty of fluorophores. This temporal parameter not only serves as a discerning
factor for molecular species but also provides insights into their immediate envi-
ronment. This chapter serves as the framework for the subsequent experiments
conducted in both Chapter 5 and Chapter 6. Chapter 5 elaborates on a new
technique that utilizes continuous-wave laser and measures lifetime through
integrated flux measurement and Chapter 6 elaborates on another novel exper-
imental technique for lifetime measurement using a pulsed laser experimental
setup. In essence, this chapter introduces the prominence of FLIM and lays
the groundwork for the groundbreaking techniques proposed and expounded
upon in the ensuing chapters, discussing fluorescence lifetime dynamics and its
multifaceted applications in molecular classification.
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1 Introduction to Fluorescence Lifetime Imaging Microscopy
(FLIM)

In this Chapter we pick up where we left off from Chapter 1 with respect to energy
transition of electrons in atoms and fluorescence. The fluorescence process parameters
are not just limited to the energy spectrum of the atom’s ground state and excited state
but also the characteristic time it takes to make that transition from the excited to the
ground state. This transition time is not dependent on molecular properties alone, it also
depends on the immediate environment of the fluorophore, and will be discussing each of
these parameters in depth in this chapter.

Some interesting recent developments and points to note about lifetime based measure-
ments is that due to its sensitivity in terms of the type of atom, environment and structural
changes, FLIM has also been used by means of autofluorescent molecular imaging to study
cellular metabolism in a non invasive manner and even in surgery of tissues recently [Gor-
pas, 2019]. Lifetime imaging is also used to multiplex different fluorophore markers in
multi-stained samples and in autofluorescent cells as well. These components are limited
by overlapping fluorescence spectra but can be differentiated by means of FLIM. We look
at various means of doing FLIM in this Chapter with the focus on the complexity as well
as cost of such existing FLIM systems. To highlight that these measurements basically
require modulation of the excitation source which is generally achieved via a pulsed laser
and a high end detector for collecting the emitted photons since we are working with very
small time timescales.

1.1 Fluorescence Lifetime

Table 4.1: Typical Lifetimes of Biological Markers [Ernest, 2011]

When an electron in an atom is in the ground state and gets excited to a higher energy
level, it is followed by a relaxation as elaborated in Chapter 1. This intricate electron
dynamics is succinctly captured by the Jablonski diagram, as shown in Figure 4.1. Only
the radiative fluorescence transition from the excited state that is, S1 to the ground state
S0 is of relevance since that is the sole contributor of fluorescence emission. The other
transitions like non-radiative transfers (like in FRET as discussed in Chapter 1) and
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phosphorescence are specific to the type of molecule, we won’t elaborate that here since
we will be focusing on fluorescence. The timescale of the decay to the ground state is in
the order of a few nanoseconds for biological imaging markers. In Table 4.1 we have the
typical lifetimes for different emitters used in biological imaging:

Figure 4.1: Jablonski diagram with non-radiative and radiative transitions. Absorption
is indicated in Purple wherein the electron moves from S0 to S3. Internal conversion in
Blue from S3 to S1 and finally fluorescence emission in Green from S1 to S0. In some
molecules there is an intersystem crossing to an intermediate state S1 to T1. And from T1
to S0 in Red called phosphorescence. The timescale is mentioned along with the process
[Ernest, 2011].

In Figure 4.1, we have the Jablonski diagram depicting the absorption - emission spec-
trum owing to the vibrational states available to electrons nevertheless being the same
for a given atom as discussed in Chapter 1. In Figure 4.1 we see that there are some
species of molecules that undergo delayed fluorescence also known as phosphorescence.
How efficiently does this process of fluorescence occur? In chapter 1 we also discussed
this, the quantum yield of molecules Φ which is also defined as the ratio of number of
emitted photons to the number of absorbed photons gives this measurement. The quan-
tum yield Φ can also be written in terms of radiative and non-radiative decay rates. In
Figure 4.1, we have a Jablonski diagram indicating the radiative and non-radiative transi-
tions. We see that fluorescence is the radiative (emitting photons) and the non-radiative
transitions which involve vibrational relaxations which are transmitted via phonons to
the environment (heat) as well as energy transfer through dipole-dipole coupling with an
ambient molecule like in FRET. The general quantum yield for fluorophores range from
2% for tryptophan to 80% for fluorescein. Quantum yield is affected by and depends on
the orientation of the molecule spatially with respect to the incident wavefront as well
as the local environment of the molecule. The chemical stability of the molecule (some
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molecules decompose chemically and lose/reduce their ability to fluoresce) is also another
factor. These factors are important to note in the context of lifetime measurement since
empirically lifetime is a statistical measurement which we will see in the next Section.

Figure 4.2: Hippocampal neuron of rat embryos brought into contact with cholera toxin
labeled with Alexa 488, observed under TIRF excitation. (A) Intensity, (B) fluorescence
lifetime and (C) photon-weighted image [Marquer, 2011].

Figure 4.3: FLIM maps obtained on fixed Alexa 488 α Tubulin immunostained HeLa cells
[Dupuis, 2013].

We have examples of FLIM images in Figures 4.2 and 4.3 with Alexa 488 stained neu-
ronal toxins and Tubulin in HeLa cells respectively.

Thus, to summarise apart from the absorption - emission spectra, the second character-
istic property of a fluorescent probe is its lifetime which is defined as the time measured for
the number of excited molecules in S1 to decay exponentially to N/e which is 36.8% of the
original population via the loss of energy through fluorescence or non-radiative processes
as indicated below, in terms of the first order kinetics summed across all molecules, where
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the intensity Idet and where τ is the lifetime:

Idet(t) =
∑

n

Ane
−t
τ (4.1)

Thus lifetime for a single molecule can also be defined when t = τ in terms of the intensity
as, Idet(t) becomes 1

e times its original value I0. That is 3̃6.8% of its original value,

Idet(t) − − >
I0(t)

e
(4.2)

The number of molecules in the excited state is an exponentially decaying function
with the amplitude pre-factor for the exponential as the original number N0 of ground
state electrons that transitioned to the excited state upon illumination. Thus, we can also
define the population in the excited state at time t as N(t)

N(t) = N0e
−t
τ (4.3)

Individually each electron decays at a different time but statistically it is an exponential
distribution as indicated above. This is also indicative that this statistical relation for
N(t) or the number of fluorescent photons detected, holds when excitation is followed by
a period of relaxation which is longer than the lifetime. If it’s shorter as in we are exposing
the molecule to a continuous stream of photons, we will have more molecules propelled
perpetually in the excited state and empirically we will have a continuous stream of flu-
orescence emission detected since as soon as decay occurs, we have immediate excitation
(provided no decomposition/bleaching occurs).

Since we have a level of understanding on the importance of non-radiative emissions let
us cite some examples where in non-radiative transfers occur apart from FRET, for exam-
ple a quenching mechanism in molecules, Dexter energy transfer which involves transfer of
electrons non-radiatively from Lowest Unpaired Molecular Orbital (LUMO) of one atom
to the Highest Occupied Molecular Orbital (HOMO) of another atom [Kaur, 2017]. Thus,
taking into consideration the non-radiative processes, we have

Φ = Γr

Γr + Γnr
(4.4)

τ = 1
Γr + Γnr

(4.5)

And for no non-radiative processes, where only emission occurs we can reduce the
equation to the known form as follows

τ = 1
Γr

(4.6)
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Now that we have an idea on the basics of lifetime relationships we describe empiri-
cal approaches to lifetime measurement in the next Section. The derivation of lifetime
dynamics based on first principles will be done in the next Chapter.

1.2 Overview of Lifetime Measurement

Now that we have finished with an overview of fluorescence lifetime and some nuances
related to it we proceed to how fluorescence lifetime measurement is done experimentally.

Fluorescence lifetime τ is measured temporally or through converting the data into
frequency space and extracting lifetime information. In a sample of one species of fluo-
rophores, the decay rate after excitation is a statistical process as we saw above, different
electrons decay at different times.

The sample has to be first excited with a short pulse (as discussed above) using a
pulsed laser and the emitted photons have to be collected in real time. The photons are
emitted very quickly since the lifetime is in the order of a few nanoseconds as shown
in 4.1, and the detector for this reason has to be faster than the time of arrival of the
photons. These detections are binned temporally to create a histogram. That is, every
smallest interval possible on the detector forms the edges of the bin and the photons are
tallied into this temporal bin for each such interval. This can also be analysed in the
Fourier domain instead of the temporal domain. For calculating the fluorophore species
lifetime, the phases that come out in the Fourier space give the relative time with respect
to the excitation pulse. Thus excitation pulses and detectors have to be equipped to deal
with such short times making it a very expensive process both in terms of the ultra-fast
detectors and pulsed lasers.

As seen in our discussions above, due to the sensitivity of lifetime measurements they
are best suited to probe the local environment and measure the dynamics of bleaching and
quenching. Also, most existing experimental approaches for lifetime measurement probes
the ground truth since they function at time scales close to the lifetime and classifying them
statistically. Since it is an actual measurement, which is just a function of the molecule
and its environment, the calibration is relatively straightforward in terms of calibrating,
firstly the instruments and secondly the environmental conditions (like temperature). In
the next section we look at these experimental techniques for lifetime measurement that
currently exist.

2 General Methods of Experimental Implementation

There two types of experimental approaches to measuring the lifetime. Firstly we have
the time domain based experimental system discussed below.
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2.1 Time domain FLIM systems

Time domain fluorescence lifetime setups require a very short pulse of excitation as it has
to be shorter than the lifetime of molecules, thus shorter than a nanosecond. Therefore
femtosecond and picosecond lasers are needed to probe lifetimes of fluorophores. After
excitation, the decay has to be tabulated/binned, thus a signal amplifier and digitisor
operating at at least at nanosecond levels to assemble the decay rate statistics. The
detectors have a very complex system of circuits to measure the time lags as well as count
and bin these photons.

Figure 4.4: Experimental acquisition for a scanning based FLIM implementation [Datta,
2020b].

Figure 4.4 shows the workflow for time domain FLIM measurement. Conventionally to
use this procedure, the most common approach is to use an electronic system called the
Time Correlated Single Photon Counting (TCSPC) [Phillips, 1985]. This technique logs
time, based on a circuit called Time Amplitude converter Circuit (TAC). TAC is basically
like a stop watch which experimentally measures the time between the excitation pulse
arrival and the fluorescence emission photon arrival. This is called the time of arrival
in time based lifetime measurement systems. The time of arrival is then converted to
analog voltage that gets recorded. This process gives a distribution of arrival times as
shown in Figure 4.5, and based on this statistic, the lifetime is computed. In Figure
4.5, the excitation pulse is recorded by synchronising the excitation with the TCSPC and
based on the instrument’s response curve, the rising and falling edge of the excitation are
recorded (by the Green curve, ref from Picoquant TCSPC system). The Red line in the
figure, indicates the decay of emission which is constructed by counting photons across
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many excitation pulses.

Figure 4.5: Experimental acquisition for a homogeneous sample using TCSPC where IRF
is the instrument response function [Datta, 2020b].

However in the TCSPC if there are more number of photons that are emitted from the
fluorophore at a time, the arrival times of all of them cannot be measured owing to the dead
time of the system. What then happens with the read out would be that the photons with
short arrival times are more weighted leading to skew the lifetime measurement to a shorter
value. But usually since the TCSPC is used in combination with a point based scanning
system such as the confocal system, the likelihood of inundation of emitted photons is
very small. Also, several such excitation pulses are used to construct the statistics so as
to build the histogram one photon at a time per pulse. One can also record the arrival
time using a GHz detector that can directly measure the emitted times without the use of
gated electronics. The Signal to Noise Ratio (SNR) of the system depends on the number
of photons used to construct the decay trend as seen in Figure 4.5, right (b). The more
the number of photons, more accurate is the lifetime. This goes as

√
N where N is the

total number of photons. Thus, for this reason, across each pixel/scanning unit multiple
pulses (at least in hundreds) are done to construct the final histogram. In the next section
we elaborate on various wide-field based FLIM approaches.

2.1.1 Wide-field FLIM

As we saw in the previous technique based on the TCSPC point scanning method, we here
examine techniques with a wide-field implementation.

Another technique of acquisition is through gating the time of acquisition. Here we don’t
need to probe the nanosecond timescale but can integrate the emitted fluoresce photons
over larger time gates thereby removing the time constraint. On the other hand, larger
gates would imply that a point scanning based system would not be very compatible with
such an approach. The instrument records the arrival times in a gated manner Time Gated
(TG) [Grauw, 2001] as indicated in Figure 4.6, the width of the gate is for example, 1 ns.

Developments in camera technology of acquiring high frame rates in MHz, has made
it possible to acquire arrival time statistics in each pixel rendering it possible to make
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Figure 4.6: A comparison between TG and TCSPC using the same number of detected
photons. (A) The distribution of photons over the time bins. (B) Bar plot of the lifetimes
including error. [Grauw, 2001]

FLIM measurements in widefield. Widefield FLIM uses a CMOS camera to collect the
fluorescence signal. Both time gated and frequency based approaches are implemented in
widefield. Widefield techniques are less susceptible to damage samples with phototoxicity
than point based scanning techniques. However, the major issue is the SNR since the sig-
nal is acquired from a large area all at once and camera sensitivity is low when compared
to high end detectors. Every pixel on the camera detects scattered light from a large
FOV thus the temporal log is meshed together. Since frame rate is the limiting factor, by
reducing the number of pixels, we can improve temporal resolution. In a sample, temporal
resolution can also be improved by using a Single Photon Avalanche Diode (SPAD) de-
tector [Suhling, 2019]. The augmentation of camera CMOS with SPAD arrays allowed for
each pixel to behave like a TCSPC thus logging information directly onto the camera and
individually creating emission profiles that form the statistics for lifetime measurement.
SPAD uses the concept of a photodiode and Avalanche Photo-Diode (APD)s. A single
photon is able to trigger a short duration pulse, through a cascade of charge carriers in
reverse bias, that is used to measure the time of arrival. Widefield FLIM is superior to the
traditional point based scanning in term of acquisition time. Since all the pixels are active
simultaneously. In Figure 4.7 we have an example of a widefield system with a SCW laser,
a delay line and signal intensifier [Devauges, 2011].

There are also other techniques such as Structured Illumination Microscopy (SIM) and
spinning-disk confocal techniques that can also be done at high speed. In the following
section an individual case by case technique is discussed.
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Figure 4.7: Widefield delay based FLIM setup with signal intensifier [Devauges, 2011].
SCW used for different excitation wavelengths for different fluorophores.

2.2 Frequency based FLIM Technique

Now that we have covered the main features of time domain based FLIM measurement,
we will briefly touch upon frequency based FLIM technique.

Another strong candidate for FLIM is frequency based measurements. Instead of looking
at the arrival times in the temporal domain, the phase delay of each photon is measured
with respect to the excitation photon. The phase distribution is analysed in Fourier space.
For example if the excitation is modulated sinusoidally as shown in Figure 4.8, we can
write the excitation and emission as a function of time as follows,

Exc(t) = E0 + 2Eωcos(ωt + ϕE) (4.7)

where E0 is the signal offset, Ew represents half the modulation amplitude and ϕE

is a phase constant. Considering a fluorescence signal with a mono-exponential decay,
the response of the system to an excitation of the type E(t), oscillating at the pulsation
ω = 2πf will be given by

F (t, r) = F0(r) + 2Fω(r)cos(ωt + ϕF (r)) (4.8)

where r represents the position of the pixel of choice Fω(r) is the amplitude ϕ is a phase
constant. It has been shown that in the case where the fluorescence decay is mono-
exponential with a fluorescence lifetime τ , the phase difference between excitation and
fluorescence emission at the chosen position is related to the fluorescence lifetime at that
position by the relationship:

ϕ(r) = arctan(ωτ) (4.9)
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Figure 4.8: Profiles over time of excitation and fluorescence emission obtained in the
field frequency. E0 and F0 are the amplitudes of the offset of the excitation and of the
fluorescence signal while Eω and Fω represent half of the modulation amplitudes. The
phase difference between the two signals is given by (ϕF − ϕE) [Devauges, 2011].

In addition, the degree of modulation of the fluorescence emission is reduced by a factor
m(r) given by the relationship

m(r) =
Fω(r)
F0(r)
Eω
E0

(4.10)

This factor is also related to the fluorescence lifetime τ by the equation:

m(r) = 1√
1 + ωτ2

(4.11)

Thus in simple cases of mono-exponential decays, the measurement of the phase shift ϕ or
of the degree of modulation m will make it possible to deduce the lifetime of fluorescence
associated with each pixel of the image.

Analysis of lifetime from the data is done via phasor analysis where coordinates are
defined in terms of m(r) parameter, and the modulation of excitation. And physically,
pixels with the same lifetimes are grouped together [Devauges, 2011] [Ross, 2008].

The general setup for frequency based lifetime measurement system has a modulator to
modulate the excitation beam, and a phototodiode to pick up the emitted photons. The
modulated laser is coupled to a scanning system and a microscope. the scanning system
sends the emitted photons via a beam splitter and through emission filters to the APD. The
modulation frequencies are changed and the process repeated. the excitation is obtained
through calibrating a known reference fluorophore. Both time-domain and frequency-
domain approaches discussed above have their own advantages and caveats depending on
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multiple parameters like photon number, temporal resolution and, speed of excitation and
acquisition.

3 Examining point based techniques in temporal FLIM

Now that we have an overview of different ways to do FLIM measurements we will look
closely at three cases which are point based temporal domain lifetime measurement ex-
perimental implementations. Since most recent techniques belong to this category.

Most current techniques are based on confocal systems augmented with FLIM hardware.
This is due to the low background noise levels of such systems. Confocal systems reject
out of plane background illumination and enable higher SNR. Since the most limiting
factor in major techniques of FLIM is background noise, this system of having a point
based processing works better when compared to wide field FLIM. The detectors used are
TCSPC or ultrafast photodiodes in GHz or SPAD arrays with CMOS.

All techniques, both widefield and point based scanning as well as both time domain
and frequency domain techniques discussed above, require the use of pulsed lasers. Many
modern pulsed laser diodes work in the range of 0.1 GHz making it possible to probe sub-
nanosecond photon emissions. These pulsed lasers are also Super-Continuum Wave (SCW)
(access to a range of excitation wavelengths) to excite multiple range of fluorophores.

3.1 Case study 1

One of the techniques of confocal based scanning point method, in the temporal domain
for lifetime measurement is by [Böhmer, 2001] as shown in Figure 4.9. In this system
lifetime measurement along with SMLM is measured. The scanning speed of the TCSPC is
low such that many photons are collected per molecule. Single molecules can be considered
to be ideal point emitters, their position on the surface can be determined with much higher
resolution than the diffraction limit provided positional accuracy is maintained at around
10 nm with temporal stability.

This system employed compact electronics with measurement resolution of 40 ps and
continuous recording (non time gated) of arrival time measurement with a resolution of 100
ns and a high detection rate of 2 MHz. Synchronisation of the confocal system, scanning
system done with a piezo device, data acquisition (TCSPC) and tabulation with dwell
time in each "pixel". The single molecules were immobilised on glass substrates.
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Figure 4.9: Setup for confocal scanning device for ultrasensitive fluorescence detection.
(AF) excitation filter, (2M) two-mirror beam steering, (PS) polarizing beam splitter, (PF)
polarizer and quarter waveplate, (DM) dichroic mirror, (EF) emission filter, (AL) achro-
matic lens, (CA) confocal aperture, (PT) piezo stage, (PiFoc) linear piezo actuator, (CL)
cylindrical lens, (QD) quadrant diode. [Böhmer, 2001]

In Figure 4.9, pulsed laser by Picoquant, 635 nm delivers a train of pulses with 80 ps
FWHM duration and a repetition rate of 40 MHz. The excitation beam passes through
the excitation filter and through a double mirror steering device which allows the beam
to be steered by shifting and tilting for alignment. A polariser and a quarter wave plate
change the polarisation of the beam from linear to circular. Through the dichroic mirror
finally the sample is illuminated. The signal from the sample is collected again through
the dichroic and tube lens and emission filters, and focused via a pinhole of 100 mm size
and into the confocal system which has a SPAD with 60% quantum detection efficiency
at 670 nm.

This experiment was done on a sample of Cy5 dye on a coverslip and the lifetime was
calculated by averaging the arrival times pixel by pixel. And the lifetime measured as 1
ns with 100 ps accuracy.

3.2 Case study 2

Nanosecond temporal resolution enables new methods for wide-field imaging like time-of-
flight, gated detection, and fluorescence lifetime. As shown in Figure 4.10, the schematic
for the setup implemented by [Bowman, 2019]. The optical efficiency of existing ap-
proaches, presents challenges for low-light applications common to fluorescence microscopy
and single-molecule imaging. With the use of Pockels cells for wide-field image gating with
nanosecond temporal resolution and high photon collection efficiency this can be circum-
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vented. Two temporal frames are obtained by combining a Pockels cell with a pair of
polarizing beam-splitters. In this work multi-label FLIM, single-molecule lifetime spec-
troscopy, and fast single-frame FLIM, a higher throughput when compared to the single
photon counting technique is demonstrated. These methods enable nanosecond imaging
with standard optical systems and sensors, opening a new temporal dimension for wide-
field low-light microscopy [Bowman, 2019].

Figure 4.10: Wide-field efficient ultrafast imaging with a Pockels cell. Schematic of two
temporal bin wide-field imaging for a single pixel fluorescence decay. Fluorescence emission
is first polarized, a time-dependent retardance (step function illustrated) is applied by the
PC, and polarizations are split again before the sensor. Two pairs of outputs correspond
to integrated intensity before (1, 3) and after (2, 4) a step function gate is applied in the
illustration. Other modulations V(t) may be applied beyond a simple step function as
described in the text. Equal optical path lengths are used in practice. [Bowman, 2019]

Figure 4.11: Fast FLIM Left: Intensity image of Convallaria Majalis Rhizome stained with
Acridine Orange, a standard FLIM benchmark (scale bar 100 µm). Right: Lifetime image
from fitting a timing trace of 100 ms exposures (50 µW excitation). [Bowman, 2019]

In Figure 4.11 are the results from [Bowman, 2019] for a biological sample with lifetime
measurements as described by the authors.
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3.3 Case study 3

Now that we have looked at one of the widely used techniques of time based FLIM, we
now examine FLIM in conjunction with a stimulated beam and time delay control, a setup
schematically depicted in Figure 4.12 and the result of which is given in Figure 4.13.

Figure 4.12: Schematic of the stimulated emission based setup. Electro optical modulator
(EOM), band pass filter (BP), dichroic mirror (DM), photodiode (PD). [Lin, 2012]

The feasibility of long working distance fluorescence lifetime imaging by utilizing elec-
tronic trigger control with pump-probe configuration, by taking advantage of the stimu-
lated emission’s inherent spatial coherence.

I0 − I

I0
= ae

−btd
τ (4.12)

Figure 4.13: Stimulated emission signal as a function of the relative time delay between
the excitation and the stimulation pulses. The decay curve is obtained from a single scan
position of the sample of ATTO 647 N prepared in Y-shape microfluidic channel. The
image size is 600 µm × 600 µm.[Lin, 2012]
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Where I0 is the fluorescence intensity though the pulsed diode laser (635 nm) as in-
dicated in Figure 4.12. Is is the stimulation pulse fluorescence intensity and ∆Is is the
difference which is the stimulated intensity as indicated in equation 4.12. The temporal
delay denoted by td and the lifetime by τ .

∆Is ∝ e
−td

τ (4.13)

3.4 Case study 4

Figure 4.14: (a) The EM-CCD camera acquires a single fluorescent molecule. (b) The
position of the molecule is estimated by fitting a two-dimensional Gaussian function to
the measured PSF. (c) At the same time, the SPAD detects a fluorescence burst from this
molecule. (d) Short laser pulses were used to excite this molecule. (e) These photons are
used to construct a decay histogram. (f) Reconstructed decay rate map. [Bouchet, 2019]

The ability to efficiently couple fluorescent emitters with nanostructured materials re-
quires sub-wavelength resolution. This approach performs super resolved fluorescence
lifetime measurements on a samples densely labeled with photo-activatable fluorescent
molecules. The simultaneous measurement of position and decay rate of the molecules is
feasible and near field measurements for a silver nanowire were performed using this. And
via a Cramér–Rao analysis localization precision of 6 nm was calculated [Bouchet, 2019].
The schematic for the implementation is given in Figure 4.14.

3.5 Case study 5

One of the major aspects of using detectors especially TCSPC is the dead time, in [Is-
baner, 2016], dead-time correction of fluorescence lifetime measurements and fluorescence
lifetime imaging is carried out.

In the start-stop technique for time based FLIM, laser synchronisation starts the timer
and a photon detection event stops the timer. Followed by a dead time from the electronics
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and detector. The laser synchronisation starts the timer again. As discussed in section 2,
this leads to more weighting of the initial photons causing a shift in the measured lifetime.
This is corrected by correcting for the weighting of the measured arrival times [Isbaner,
2016].

After an analysis of the statistics of dead time effects it is possible to correct for it
using an algorithm. This correction was not limited to the type of the molecule. It was
applicable to all single event measurements with any detector dead time including TCSPC.
The algorithm was also able to correct for intensity that is changes in fluorescence due
to temporal instability. The dead time can also be modelled based on the photon arrival
times thus accounting for fast FLIM techniques as well.

3.5.1 Fitting Parameters

Now that we have examined the key features and examples of the time domain based
FLIM measurement devices we proceed to the extraction of the lifetime from the collated
data.

The histograms of time bins are used to fit the exponential decay curve to derive the time
constant. The fitting itself has many details to optimise and standardise the procedure.
The scanning points/pixels may have one or more fluorophores and each of them are
excited multiple times to have better accuracy. An estimate of the lifetime can also be
affected severely by background fluorescence. Equation 4.1 is used to fit the curve with
an exponential decay, with the amplitude and the lifetime as the two fit parameters. And
the fit is usually based on regression analysis by iteratively looking at the distance of the
data points from the proposed fit and reducing the net distance of the points from the
fit function. The coefficient of determination called R2 is the parameter that quantifies
this process. The R2 value is defined as the sum of residuals. That is, the goodness of fit
with respect to the ground truth on a scale from 0 to 1. Other techniques like Maximum
Likelihood Estimator (MLE) and Bayesian analysis are also used. MLE gives accurate
results for low counts like N less than 1000 as well, due to the difference in the way the
counts are weighted [Maus, 2001]. It is for example more likely for photons to be detected
in the first time bin than the rest and this is statistically implemented to weight the points
differently on the decay curve formed by the histogram of time of arrival data. The noise
in the least squared regression analysis and MLE are also modelled differently. The first
uses Gaussian noise and the second, Poissonian. The time constant evaluated from the fit
is also determined many times via global analysis, by treating each scanning point to be
a source of all the data points, to make it more robust [Pelet, 2004]. This concludes the
salient time-domain based FLIM experiments and data analysis. In the next section we
briefly touch upon two other approaches to FLIM to give an overview and complete the
story.
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4 Caveats of existing FLIM techniques

In this chapter we discussed the theory and implementation of FLIM. Amongst the various
implementation to measure lifetime, the time based technique is most common. Amongst
which we looked at the two approaches point based and wide field imaging.

In the wide field technique, the major bottlenecks being the background noise and
non specificity of fluorophore determination. And in the point based scanning technique,
majorly applied using a confocal scanning system, we saw that the speed determined by
the dwell time at each defined point was the bottleneck. All techniques are limited by the
detector, scanning dead time due to the very short time scales involved. The dead time
of devices and the electronic circuits responsible are also of great consequence. We have
also examined how these factors can be improved or corrected for, through few cases of
experimental implementations in recent times.

However, the limitations are not simple, and require thorough processing to correct
for example the dead time of the devices. Other bottlenecks can only be minimised but
not suppressed. Also, all these systems that have been discussed, through the above
mentioned existing approaches for FLIM measurement; are very expensive due to devices
and measurements needing to be very precise and perfectly synchronised. This is due to
the subnanosecond time scales involved when it comes to measuring lifetimes of fluorescent
molecules. Also the SNR is a key player and maintaining high signal in widefield techniques
is difficult, and in scanning based techniques would mean more photons from each scanning
point, decreasing the speed of acquisition. This further leads to other complications with
the TCSPC and SPAD could be a possible solution with synchronised electronics. And
the net cost of all these devices are very high, each component like the TCSPC, detectors,
SPAD, APD, PMT, confocal head, etc cost tens of thousands of euros not to mention the
most important component, picosecond pulsed lasers which are very expensive [Lagarto,
2017].

5 Conclusions

In Chapter 3 we demonstrated how flux from a fluorophore could be used to distinguish
molecules and successfully adopted for multiplexing in SMLM microscopy. In this chapter,
we explained another characteristic feature of a fluorescent molecule, namely fluorescence
lifetime. Here we have described various techniques reported in the literature to measure
Fluorescence Lifetime. Idea is to use distinct fluorescence lifetimes of the fluorophores
to distinguish them to carryout multiplexing, even when their emission spectra could
have overlap. However, as one can note, all these methods presented here require expen-
sive instruments having the capability to resolve, measure and synchronize in nanosecond
timescales. Typically, picosecond pulsed lasers are used for the excitation and fast photo
detectors are needed to setup these systems. Hence, it is evident that there is a need
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to develop Fluorescence Lifetime Imaging methods which could be used for multiplexing.
In the next two Chapters we present two novel methods, exploiting saturation and decay
dynamics of fluorophores to distinguish fluorophore species, and demonstrate Lifetime as
a multiplexing tool.
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Chapter 5
New technique for FLIM

In this chapter we introduce a new approach to doing FLIM measurements using
a CW laser and combining it with the concept of saturation. We first introduce
fluorescence lifetime dynamics from first principles elucidating the importance
of saturation in our technique. This technique offers a unique way to measure
fluorescence lifetime using a cw laser through measuring the integrated photon
flux emitted by our target fluorescent probes. We then look at simulating the
fluorescence process and saturation to better understand how this is linked to
the lifetime of fluorescent probes. Then we discuss the experimental apparatus
as well as results for this new technique where we differentiate between two
fluorophores based on their lifetime illustrating the proof of concept for a CW
laser based setup for FLIM based multiplexing.
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Chapter 5. FLIM

1 Fundamentals of fluorescence lifetime from first principles

Within this chapter, we present a pioneering methodology for , seamlessly integrating
a laser with the concept of saturation. Our exposition commences with a foundational
exploration of fluorescence lifetime dynamics, meticulously elucidating the theoretical un-
derpinnings that underscore the pivotal role of saturation in our proposed technique. This
innovative approach not only introduces a distinctive means of gauging fluorescence life-
time but also integrates seamlessly with the modality of a laser, wherein the measurement
hinges on the quantification of the integrated saturation regime-photon flux emanating
from targeted fluorescent probes.

A comprehensive investigation into the intricacies of the fluorescence process and the
phenomenon of saturation follows, providing a simulation to illuminate the intrinsic con-
nection between these elements and the lifetimes of the fluorescent probes under scrutiny.
Subsequently, we delve into the experimental apparatus devised for the application of this
novel technique, presenting compelling results that distinguish between two distinct fluo-
rophores based on their lifetimes. This empirical approach serves as a compelling proof of
concept for the viability and efficacy of a laser-based configuration in the realm of -guided
multiplexing.

In essence, our contribution not only introduces a groundbreaking technique for mea-
surements but also substantiates its applicability through a rigorous theoretical foundation,
simulations, and experimental validations. The seamless integration of a laser with the
concept of saturation adds a novel dimension to the field, offering an advanced avenue for
fluorescence lifetime studies with significant implications for multiplexed imaging.

In Chapter 4 we looked at lifetime derivation very simplistically, sufficient to examine
the experimental implementation. In this section we derive it from first principles (which
is also used in simulating the process in the next section). Based on the discussion we had
in the Chapter 4, especially with regard to the drawbacks of existing FLIM techniques it is
evident that we need to develop new methods to circumvent them. Hence, in continuation
of the discussion presented in the previous Chapter, here we shall elaborate on the lifetime
of a fluorophore emitter. Relation between fluorescence lifetime and other parameters
such as emission flux, excitation illumination, detection related variables and molecular
properties of the fluorophore are presented in following section.

1.1 Lifetime Dynamics

As we have discussed in the previous Chapters, fluorescence is a radiative process. Upon
excitation of a molecule from the ground state to the excited state and subsequent spon-
taneous relaxation to the ground state, a photon is emitted called fluorescence (delayed
emission phosphorescence). Thus fluorescence is defined as the spontaneous emission of a
photon by an electron relaxing from a higher energy quantum state (usually singlet state,
monoexponential) [Celebrano, 2010a].
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S0

S1

b01

A10 Γnon-rad  

Figure 5.1: Jablonski diagram with non-radiative and radiative transitions. The absorp-
tion rate b01 is the transition from S0 to S1 followed by spontaneous emission with rate
defined by b10

.

Relaxation can also occur in many ways as depicted in Figure 5.1. Relaxation can be
through stimulated pathways as exploited in STED microscopy which was discussed in
Chapter 1. Or through bleaching and quenching pathways where the electron is no longer
capable of cycling through the ground state S0 and excited state S1 due to molecular
configuration changes, charge transfer, FRET, internal conversion or intersystem crossing
[Chaze, 2016] [Datta, 2020a] which we will not consider here.

In a simple system, with two energy levels, one corresponding to the ground state S0

and the other to the excited state S1, with populations in each state given by N0 and N1.
The transition dynamics between the two levels can be described as follows,

dN1
dt

= −dN0
dt

= N0b01 − N1(b10 + A10 + Q10) (5.1)

Where the absorption rate b01 is the transition from S0 to S1 followed by spontaneous
emission with rate defined by A10. The bleaching/quenching is described with the rate
of bleaching given by Q10 and stimulated emission with the corresponding rate b10. In
our analysis, we will not consider these two terms since they are not of interest in our
experiment. Although bleaching could affect our system close to the saturation regime we
mitigate for this by double-checking our dynamics through repetition to ensure we are not
bleaching our target molecules. This finally gives us the following population dynamics,

dN1
dt

= −dN0
dt

= N0b01 − N1(A10) (5.2)

Absorption and spontaneous emission are rate constants that depend on the spectral
radiance of the incident laser light with intensity Iλ at the frequency of the transition as
follows [Chaze, 2016].
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b01 = B01Iλ

Cλ
(5.3)

Einstein coefficients B01, for absorption and Cλ is the conversion factor with the same
units as intensity Iλ. The total number is constant when you sum up the number of species
in both states,

N0 + N1 = N (5.4)

Equation 5.1 for the population dynamics of N1 can be written as

dN1
dt

= b01N − N1
b01 + A10

(5.5)

We have not considered the Q10 term (considering which we would have equation 4.5).
Now, solving for the number of excited molecules N1,

dN1
dt

+ N1
τ

= b01N (5.6)

where
τ = 1

b01 + A10
(5.7)

is the fluorescence lifetime. Solving for N1,

N1e
t
τ = N

b01 + A10
e

t
τ + C (5.8)

N1e
t
τ = NB01Iλ

Cλ(b01 + A10)e
t
τ + C (5.9)

N1 = NB01Iλ

Cλ(b01 + A10) + Ce
−t
τ (5.10)

Now at t = 0, N1 = 0 since all the population is in ground state. Thus, we have

C = − NB01Iλ

Cλ(b01 + A10) (5.11)

Then we can rewrite the population of N1 as follows,

N1 = NB01Iλ

Cλ(b01 + A10) [1 − e
−t
τ ] (5.12)

The above functional form is also discussed in [Ghauharali, 1997] as follows,

F = α (1 − e−2AσD) (5.13)

Where α is the constant pre-factor, σ is the absorption cross section, A is a function of
the Einstein B coefficient and D is the excitation intensity.

Defining Isaturation in terms of the rates of emission to absorption, where the satu-
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ration intensity is proportional to the relaxation processes and inversely proportional to
absorption as given by [Chaze, 2016],

Isaturation = A10
B01

(5.14)

N1 = NB01
A10

Iλ

[1 + Iλ
Isaturation

]
[1 − e

−t
τ ] (5.15)

If we consider the non-radiative quenching term, the quantum yield Φ which is defined as
the ratio of the number of photons emitted to the total number of photons absorbed and
be written as

Φ = A10
A01 + Q10

(5.16)

where Q10 is nothing but Γnonrad,

Φ = Γrad

Γrad + Γnonrad
(5.17)

And the fluorescence flux signal F ∝ N1 can be written as follows as explained in [Chaze,
2016],

F = ξ
Ω
4π

ϵ Φ I0

[1 + I0
Isaturation

]
V C [1 − e

−t
τ ] (5.18)

Where ξ is the detection efficiency, Ω is the solid angle of the molecule ϵ is the molar
extinction coefficient, V is the volume of the sample, C is the molar concentration and I0

is the excitation intensity.
As a side note, we have at long times, where t >> τ the equation reduces to just the

pre-factor as given by [Chaze, 2016],

F = ξ
Ω
4π

ϵ Φ I0

[1 + I0
Isaturation

]
V C (5.19)

Ω is also a detector property and can be included along with the detector term as well
and flux for one molecule can be considered, which gives us:

F = ξ ϵ Φ I0

[1 + I0
Isaturation

]
(5.20)

Important to note here that the saturation dynamics is a function of the fundamental
property of the molecule that is, its lifetime and through the course of probing the molecule
by excitation followed by emission detection we can probe the lifetime of the molecule.
Using this, our goal is to probe our system with continuous excitation, measuring the
subsequent integrated flux. And using that to disentangle florescent probes and thus
multiplex.
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Thus, we see from first principles that the saturation intensity and lifetime both play a
major role in fluorescence flux. We also see a direct evolution of the Poissonian functional
form through the derivation as is expected.

2 Saturation Dynamics and Experiments

In the previous section we saw that the fluorescence lifetime limits the rate at which a
fluorophore can transition to the excited state. And saturation intensity was that intensity
which brings the fluorophore to the limit of transition wherein further increase of the
illumination intensity will not have any effect on the emission. That is, emission will
remain constant and no longer increase. In this section we look at some examples of work
that has been done with saturation as a player in the approach.

Figure 5.2: Fluorophore saturation as a function of excitation intensity for different mean
lifetimes [Chang, 1997]. The lifetime in the legend is the opposite of what is written
**correction by [Chang, 1997].

The lifetime of a fluorophore is thus a deciding factor when it comes to the saturation
intensity and vice versa. Different lifetimes give rise to different saturation dynamics
as described in [Chang, 1997]. Where the saturation intensity for different lifetimes was
calculated with the same molar extinction coefficient, for a beam of 0.1 cm diameter and 0.1
W in IR range for the excitation. Unless τ is very large, there is no appreciable saturation
at excitation intensity levels normally used (< 1020 photons cm−2s−1) [Chang, 1997].
In Figure 5.2, where Ng is the population in the ground state and N0 is the population in
the excited state.
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Thus, we see that upon increasing the lifetime of molecules, the intensity required for
saturation decreases. As is expected from their inverse relationship that we saw from the
previous Section. Generally, fluorophores have a lifetime of the order of a few nanoseconds.
The energy of illumination for the same intensity can also be increased by reducing the
wavelength to the visible range as well. Thus, parameters including intensity, wavelength
as well as dispersion width of the intensity of illumination are key players.

Figure 5.3: The two-photon image stacks of whole brain obtained from transgenic mice (a)
The mean pixel densities within the ROI were calculated for images obtained at different
excitation light intensities. (b) The intensity scan is generated at wavelength 855 nm by
measuring the fluorescence. The fit parameter estimated a cross section of ≈ 240 GM.
(c) The absolute cross sections were obtained for the entire spectrum (780 to 915 nm)
[Kumar, 2016].

Saturation based experiments have been widely used to make various fluorescence related
measurements. For example, in [Kumar, 2016] where saturation was used to compute the
absorption cross section (in Figure 5.3) a sample of rhodamine B (two photon technique),
tryptophan (3 photon technique) and two photon brain stacks from transgenic mice (Thy1-
EGFP transgenic mice expressing Enhanced Green Fluorescent Protein (EGFP) sporad-
ically across the hippocampus and cortex) were imaged with varying power/excitation
and the cross section was calculated with known lifetime as shown in Figure 5.2. Thus,
fluorescence saturation curve was used to determine the absorption cross section values.

Just to deviate briefly a bit, absorption cross section and molar extinction coefficient
which are related to each other as discussed in Chapter 3, is an important factor for
fluorescence flux as well as lifetime, so here I briefly mention a technique to measure cross
section. The absorption cross section values can be computed for fluorophores used in
SMLM, even in their photobleached state or dark state using spectrometry [Celebrano,
2010a]. And also another technique using localised heating to have absorption in IR for
absorption microscopy [Chien, 2018].

Now we get back to more techniques exploiting saturation and another technique based
on saturation measurements such as in [Jensen, 1992] (in Figure 5.4) where a pump probe
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laser, laser amplifier, monochormator and spectrometer were used to obtain the saturation
curve for TBS which is a UV based dye. This was carried out to establish that the excited
state and ground state absorption cross section were the same.

Figure 5.4: Probe laser extraction intensity versus probe laser input intensity for a XeCl
laser-pumped TBS dye laser amplifier. [Jensen, 1992].

Other studies including Radiometric characterization of triggered narrow-bandwidth
single-photon sources [Georgieva, 2020] also uses saturation dynamics to correlate spectral
data with intensity using a spectrometer, cryostat, SPAD array and a confocal scanning
system. Another similar application of saturation dynamics is used in the construction of
stable, single-photon emitter for quantum-photonic devices [Polisseni, 2016] where satura-
tion intensity is used for calibration of crystals. This was done using APDs for detection
and a confocal point based scanning system for a crystal.

Studies involving usage of saturation are mostly for calibration purposes for crystals or
characterisation of dyes. These experiments use pump probe lasers, confocal systems or
spectrometers with high end detectors. And the working wavelength ranges are in either
UV [Jensen, 1992] or IR [Polisseni, 2016] [Georgieva, 2020]. The reason lifetime measure-
ments are not made with saturation dynamics is due to the noise. Since the lifetimes of
fluorophores are very comparable and differ by a few nanoseconds at the most, it is hard
to discern the lifetimes quantitatively. The work on [Chekalyuk, 1981] for laser based
saturation for FLIM is one such only publication. But even here, Raman spectroscopy
combined with a pulsed laser is used to probe the lifetime of rhodamine 6G dye. The
reason all the apparatus in relation to probing the lifetime is so expensive is because of
the approach to directly resolve nanosecond timescales. A theoretical calculation on the
lifetime measurements for different excitation lasers was done by [Gregor, 2005] in order to
look at saturation in Fluorescence Correlation Spectroscopy (FCS). The saturation curve
for a Continuous Wave (CW) laser saturates much later than that for a pulsed laser.
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3. Simulating saturation dynamics

Now that we have briefly looked at some examples that exploit saturation to make
various measurements, in the next section we simulate saturation from our understanding
from the first principles discussed in the previous Section.

3 Simulating saturation dynamics

In this section we look at the saturation process and derive the saturation curve by sim-
ulating a population of fluorophores. Simulating the process helps to distinguish between
known and unknown parameters as well as the level of control one has over changing dif-
ferent parameters. As seen from the previous Section, the major parameters involved in
the emission of fluorescence flux are the excitation illumination, detection related variables
and molecular properties such as the molar extinction coefficient or the absorption cross
section (for the corresponding excitation wavelength) and the environmental parameters
such as the chemical composition, pH and temperature which we don’t consider here in
the simulation.

3.1 Parameters

Figure 5.5: The workflow and the parameters involved in simulating the system, the
excitation in green with a final beam diameter, sample being illuminated and fluorescing
shown in red, detection system and the places in the workflow where noise is introduced.

The parameters used in the simulation for the variables that constitute the energy of ex-
citation/illumination aspect of the system are three attributes: Firstly the wavelength of
excitation and the power of the laser utilised, secondly the diameter of the laser beam
and finally the duration of the excitation pulse. The detection is done with a detection
efficiency and tunable level of noise in the detection apparatus. The lifetime of the fluo-
rophore emitter is taken as different values to model various types of molecules. The time
step for probing the process can also be fixed at various timescales for precision. The main
parameters of the simulation are given in Figure 5.5.
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As indicated in Figure 5.5, the fluorophore can be anywhere in the Gaussian beam
which introduces a level of uncertainty that can be tuned in the model. The fluorophore
is exposed to a photon, upon which it transitions to the excited state. The molecule
cannot be excited again, till it reaches ground state. Upon reaching the ground state, the
molecule emits a photon as the fluorescence signal and is ready to transition once more
into the excited state. This gives rise to the Queuing theory or Poissonian statistics and
noise inherent to the dynamics of the system as we observe in Figure 5.6.

Figure 5.6: The intensity of excitation is gradually increased and decreased (two sets of
data/two cycles). Fluorescence flux signal and corresponding excitation signal of increasing
intensity of illumination. The spread occurring due to noise introduced in the model. X-
axis is the excitation photon number. X-axis is the excitation signal photons and the
Y-axis is the emitted photons here written as fluorescence flux.

In order to see the sensitivity of the excitation and emission processes, we present
results for the saturation-curve from a Monte-Carlo simulation-based model. This helps
us in understanding and distinguishing various factors controlling the observed saturation
flux and sensitivity of saturation flux on the lifetime of the fluorophore. The variables
were assigned as follows for the plot in Figure 5.6; for the excitation we have, green with a
wavelength (532 nm) or a frequency of 5.64 x 1014 Hz with the power of the illumination
being 5 W. The beam diameter being 15 x 10−6 m or 15 µm and the width of illumination
pulse time being 20 x 10−6 or 20 µs. The time step for the model dt which is much shorter
than the lifetime, to be 2 x 10−10 s. The absorption cross section of the molecule is
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generally in the order of 10−20 m2 so taken as such. The lifetime of the species was
taken to be 5 x 10−9 s which is 5 ns. The molecule was excited many times (across
the 20 µs time period of the laser excitation) for each excitation intensity/power and the
net emitted fluorescence photon number was used to plot the fluorescence emission signal.
Figure 5.6 is an idyllic case with no added noise at the different points indicated in Figure
5.5 to demonstrate how an ideal saturation curve should be.

Figure 5.7: The intensity of excitation is gradually increased and decreased (two cycles).
Three species with different lifetimes are depicted as 2 ns (Blue), 4 ns (Orange) and 8 ns
(Green). And plotted with the X-axis as the excitation photon number and Y-axis as the
emitted fluorescence photons.

In the next part, we look at the trend of various plots for different lifetimes. The varia-
tion in lifetimes leads to saturation level changes, and rate of growth of fluorescence flux
allowing one to distinguish between fluorophore emitter species having different lifetimes,
as demonstrated in Figure 5.7. All parameters other than the lifetimes were held constant
in Figure 5.7.

Keeping the other variables and parameters the same, changing the lifetime alone, gives
an idea of the kind of trend we should observe for shorter and longer lifetimes as discussed
in the previous section [Chang, 1997]. We see the same trend here as well in Figure 5.7.

101



Chapter 5. FLIM

Changing the lifetime and looking at the trend in Figure 5.7, we see that we have
three species depicted with Orange, Blue and Green with lifetimes 2 ns, 4 ns and 8 ns
respectively. The species depicted in Blue have a smaller lifetime thus they saturate at
a higher power. It’s easier to saturate species that have a longer lifetime. Now that we
have an idea of the dynamics and how they play out ideally, in the next section we define
saturation in a scenario with noise to resemble a real life experiment.

The maximum fluorescence yield could change with the location of the fluorophore
plane. The value for the part of constant fluorescence flux can thus change depending on
the optics and plane of focus. However, the trend of the curve for the same species of
fluorophore emitters will remain the same. As in, the lifetime constant will remain the
same for the same species
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3.2 Adding Noise

In this section we start by adding noise to the previous simulation so that we are one step
closer to real life experiments. The noise added is random noise (white noise) which is
suitable while considering different devices, be it at the point of detection (detection of
excitation as well as fluorescence emission) and also with respect to the position of the
fluorescent probe within the beam. In this Section we discuss how a typical experimental
saturation curve looks, as well as define the saturation point on this plot to illustrate
saturation excitation intensity/power as discussed in Section 1.

Figure 5.8: Saturation power for a fluorophore emitter with 10 ns lifetime. The power is
given in the X-axis and the Y-axis is the corresponding fluorescence signal. The saturation
power is close to 1 W in this case.

The saturation excitation intensity in Figure 5.9 or also in terms of saturation power
(we can also use power in the X-axis as done by [Kumar, 2016] and in Figure 5.8) is
the excitation for which half the saturation intensity occurs. In Figure 5.8 we depict a
fluorophore emitter with 10 ns lifetime and show its corresponding saturation power. All
other parameters are maintained the same as in previous cases and the lifetime is changed
to 10 ns. 10 ns was chosen to better illustrate saturation as it requires lower power to
saturate fluorophore emitters with longer lifetimes.

The detection of the emitted fluorophore is based on the detection efficiency of the
detector, location of the fluorophore in the Gaussian beam and as well as ambient noise,
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all of which are also parameters in the simulation by introducing random noise. With a
20% random noise added we have the following dynamics as shown in Figures 5.8 and 5.9.

Figure 5.9: The intensity of excitation is gradually increased and decreased (two sets
of data). Fluorescence flux signal and corresponding excitation signal for one cycle of
increasing intensity of illumination. The spread occurring due to noise introduced in the
model. X-axis is the excitation photon number.

The intensity of illumination is gradually increased in steps to the maximum and then
decreased. Here the number of steps is taken to be 36 (72 points in two sets of experiment
we call this two cycles). The experiment will be discussed in more detail in the next
section. In Figure 5.9, the fluorescence flux for the corresponding excitation flux for a
fluorophore emitter has been computed. The fluorescence signal in terms of the number of
photons is plotted against the excitation number of photons. With an illumination power
of 5 W and with an added noise scale of 20% we see that saturation occurs. The noise
is seen as the spread in the distribution of the points as seen in the plot. The X-axis is
represented in terms of the excitation photon number.

The noise level was decided based on existing detector efficiencies (usually around 85%
is the quantum efficiency of camera) as well as losses due to path length and absorption,
ambient temperature, and so on thereby having a 20 % random noise added to the system.
This noise would increase upon an increase in the ambient temperature, also with an
increase in the number of devices that the laser be am interacted with. Most lasers are

104



3. Simulating saturation dynamics

unstable at low emission powers. Thus, it is important to use a source that is capable of
uniform treatment for the detection and increase of laser illumination power as much as
possible.

The fluorescence signal can also be plotted against the corresponding power of illumina-
tion which is another way to visualise the same plot in Figure 5.8. Here, we have the power
being gradually increased and decreased in the model to look at the corresponding signal
that we have in terms of fluorescence in Figure 5.9. The power of the laser experimentally
can be measured using a power meter. So it is an available parameter experimentally as
well. We see similar behaviour as expected in both Figure 5.5, Figure 5.8 and Figure 5.9.

Why do we have repeated cycles of data? An important way to assess if the fluorophore
emitter is undergoing repeated cycles of fluorescence and making sure it isn’t bleaching
or going into the dark sate is to repeat the process of laser excitation, increasing and
decreasing the power of the laser in cycles to ensure that the trend of the saturation curve
remains the same. Also, the illumination period is maintained at a very low time frame (in
the simulation taken as 20 µs for all cases given in this section) so as to prevent bleaching.
Across many such cycles of varying the laser excitation when we see the trend of the
emitter remaining the same, this indicates the absence of bleaching. This demonstrates
during the experiment, while examining the actual fluorophore responses to discern the
level of saturation and if at all if there is bleaching. Bleaching probability owing to
structural changes has not been incorporated into the simulation, but experimentally this
has been incorporated to rule out probes that undergo bleaching, we will discuss more in
the following section about these details.

The important aspect being the threshold levels of saturation, we see that with a max-
imum limit of the laser illumination, the fluorescence values appear to be constant after
a certain point. The saturation power is defined as the power/excitation for which half
(precisely, 1

e ) the value of the fluorescence signal, which becomes constant at a certain
point. Thus half of the maximal fluorescence flux, is the saturation fluorescence yield and
the corresponding excitation is the saturation power/excitation.

Let us now proceed further. Firstly experimentally, the maximum power available via
the laser (discussed in the experimental section) is not the full range 5 Watts due to loses
via the AOM, path length, etc. So we simulate a scenario with 2.5 Watts as the maximum
range of power and a lifetime of 2 ns (a difficult case but experimentally relevant as many
markers would fall in this set) for two cycles in various noise levels. This data is then fit
to retrieve the fit parameter from the fit which is examined for its variation based on the
noise dependence.

105



Chapter 5. FLIM

Figure 5.10: Simulation carried out various noise levels from 10% to 40%, 10% is Pink, 20%
is Black, 30% is Green and 40% is Cyan. Their corresponding fits and the fit parameters
varied from 9.2 to 11.

In Figure 5.10 we have the plot with varying noise levels indicated in the legend with
the corresponding fits. The noise level is varied from 10% to 40 % random noise. And the
fit is carried out using the functional form below that describes the trend of the saturation
curve as we saw in Section 1,

y = a (1 − e−bx) (5.21)

to derive the fit parameter b. In Figure 5.10 this data is plotted along with the fits and fit
parameters are indicated. The fit parameter values vary from 9.2 to 11 upon increasing
the noise in the system from 20 % to doubling it at 40%. Thus, we see that the saturation
curve is robust and does not exhibit a proportionate change in the fit parameter to a large
degree upon adding noise to the system.

The maximum fluorescence yield could change with the location of the fluorophore
plane. The value for the part of constant fluorescence flux can thus change depending on
the optics and plane of focus. However, the trend of the curve for the same species of
fluorophore emitters will remain the same. As in, the lifetime constant will remain the
same for the same species
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4 Motivation for our system - CW laser based FLIM

Now that we have a good understanding of the way in which lifetime and saturation
are related as well as how we can experimentally derive their relation we proceed to the
implementation. It is very important to note here before we begin, the motivation for this.
In Chapter 4 we saw that almost all existing systems which are employed for FLIM have
pulsed lasers and high end single photon counters and other expensive equipment to probe
measurements at such small time scales. Even if you could use a time gated technique for
detection, we still need powerful pulsed lasers on the excitation side of the experiment.
This technique is motivated by an idea to use a CW laser for FLIM. Now that we know
the inherent dependence of lifetime and saturation intensity, we exploit this to establish
a system using a CW Green (532 nm) laser for the excitation. We also use a Camera for
fluorescence emission detection in order to have an image (this is a precursor to wide-field
imaging which can be done by integrating this system with the setup from Chapter 1 for
uniform illumination). Now we proceed to describe the experimental implementation.

4.1 Overview of the Experimental Implementation and Approach

The idea is to exploit using CW laser to do lifetime based measurements. To do this we
have to saturate the sample. Thus we need a fairly strong laser source to saturate the sam-
ple. A 100 mW laser beam focused to 20µm has a photon flux of 1027 photons s−1 m−2.
The saturation power required was calculated (for pulsed laser as well as continuous laser)
using [Kumar, 2016], [Celebrano, 2010b] and [Chien, 2019] to name a few. The excitation
also has to be gated to avoid bleaching of the sample which would mean that the beam has
to be modulated with ON/OFF states (without using a pulsed laser). And most impor-
tantly to obtain the saturation curve, the intensity of the beam also has to be varied. All
the components and acquisition have to be synchronised. The system should have a proxy
for measuring the excitation of the beam and quantify it along with the corresponding
fluorescence signal to plot the saturation curve. The value of the fit parameters and their
robustness have to be quantified.

4.2 First Approach and setup Basis

In this section we describe our first approach that we implemented to achieve this. We
use a very low end Basler Camera (around 150e) for the excitation signal read out. This
was done so as to have the shape of the beam as well as a visual cue for how well the
shape and focus of the beam is instead of using a detector which just gives out a read out
proportional to the photon count with no spatial information.

To implement this experimentally, we have the following setup indicated in Figure 5.11.
The setup consists of a powerful CW Verdi laser with a capacity of 5 Watts stable output,
by Coherent. The experiment was initially carried out using a 300 mW Oxxius CW 532
nm laser but saturation was not observed, so the power was increased and the Coherent
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Figure 5.11: Monomodal laser with green wavelength 532 nm, focused into an Acousto-
Optic Modulator (AOM) (which modulates the laser beam with the frequency indicated as
the pulses shown in green) and through a variable density filter to regulate the intensity of
excitation. The diaphragms (D1, D2) are to isolate only the beam and not ambient light.
The excitation proxy is through a partially reflecting mirror (PR) and the photodetector.
The fluorescence emitted from the sample is detected via the Camera.

laser was a very good candidate. High powered lasers like the Verdi based system which
has been used has a stable output at high powers. The variability in the laser for different
powers was measured and maximum variability was observed for the lower powers. The
variability in time for the total intensity of the illumination beam was computed and
plotted. The laser was stable close to 5W, thus compelling the use of other techniques of
modulating the beam instead of tuning the laser itself.

Therefore a variable density filter was used to change the intensity of the beam. The
variable density filter is a coated circular plate with circularly varying density. Thus trans-
missivity logarithmically decreases with angle. This filter was from Thorlabs [NDC-50C-4-
A] and was operational for 300 nm to 750 nm wavelength beams. The plate was mounted
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on a rotation mount, also from Thorlabs [ELL14K] which was driven by a piezoelectric
motor and interfacing was done with Matlab. The rotating stage was moved sequentially
in steps to obtain different intensity excitation beams and their corresponding fluorescent
signals initially beginning with low intensity and then hitting finally at maximum. The
process was repeated with increasing the excitation to maximum followed by decreasing
it to minimum to check if there was bleaching in the sample, as we had discussed in the
previous Section on the trend of the curve getting altered.

Now that we have a means to modulate the excitation beam intensity we now discuss the
gating of the beam. This was the most important step in order to have pulses instead of
a continuous stream of excitation which would bleach the sample. However unlike pulsed
laser implementations, we are not restricted to nanosecond range but can have a longer
period pulse in the order of microsceonds. This is one of the major advantages of this
technique.

The AOM [ISOMET 1205C series] with a RF driver [AA.MOD OEM series] was used for
this purpose. To modulate the beam, it was passed through this Acousto-Optic Modulator
(AOM). The working principle of an AOM involves the use of a crystal which deforms
under high radio frequency acoustic waves. These acoustic waves are generated using a
piezoelectric transducer that vibrates, producing a series of compressions (acoustic wave)
in the crystal medium. This changes the refractive index of the crystal sinusoidally as
determined by the driving frequency of the transducer. These alternating changes in
refractive index behave as multiple slits, which cause the incident beam to get diffracted.
For this condition to occur, the incident light beam has to enter the crystal at the Bragg
angle for maximum intensity at the center of the diffraction pattern.

The diffraction pattern has many orders and the maximum intensity can be shifted
across different orders by changing the incident angle. This is the salient feature of AOMs
that allow us to control the maximum intensity and in which order it falls. Also, unlike
EOMs we can have better switch (ON/OFF) behaviour for the beam. The schematic of
an AOM is indicated in Figure 5.12.

The incident angle θ0 is tunable by changing the angle of the plane of the AOM. The
diffraction pattern is created through the multiple changes in the refractive index of the
crystal (depicted in blue) that is caused by the external RF forcing through the piezoelec-
tric transducer. This frequency depends on the chemical composition of the crystal and
its response to stress. To have the maxima located in the first order which is what we
need for the experiment, we have to tune the beam with the Bragg’s condition. Bragg’s
condition occurs when the incident angle θ0 is the Bragg angle θb

θb = sin θb = λ

2nν
(5.22)
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Figure 5.12: The AOM is depicted in blue, with the RF forcing is shown in red. This
creates an alternating difference in the refractive index making it behave like slits. The
incident beam in green since we use 532 nm excitation in the setup, is incident at θ0 and
has the corresponding zeroth and first order beams after diffraction.

And the first order under this condition occurs when the exiting angle θ1

θ1 = θ0 = θb (5.23)

We use the first order of the fringe pattern why? Because the fringe pattern occurs
when the transducer is ON creating this phenomena, so by triggering the device we can
have ON/OFF behaviour of the first order. The zeroth order passes through the AOM
without diffracting when the device is not triggered. So all alignment and positioning of
the system was done with respect to this first order beam.

The first order through the AOM was used as the excitation beam which gave a handle
on the ability to switch it off through triggering the AOM. In the absence of any trigger
voltage the AOM will not yield any diffraction pattern thereby eliminating the excitation
beam in the experiment. The 0th order beam was always present and it along with
its secondary sources through reflection were removed using D1 and D2 set of multiple
diaphragm configurations. However it still added to ground noise of the experiment as we
shall see when we discuss the results.

The excitation intensity was measured using Camera 2. Camera 2 was a basic Basler
ace [acA2040-90um] with up to 90 FPS and 4MP resolution. Using a Camera allowed to
check the shape of the beam by looking at its cross section and intensity profile across
many pixels. The sum of all the intensities was measured to have the excitation signal.
This was done by a partially reflecting mirror by Thorlabs [BP108] pellicle beamsplitter
with 8 : 92 reflectance to transmission for the range 400 nm to 2400 nm, that was placed
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in the optical path of the excitation beam (first order beam from the AOM).

The sample was illuminated through a homemade simple microscope using a beam
splitter [Semrock Di03-R532-t1-25x36] located in a beam splitter cube [Thorlabs DFM1/M]
followed by a mirror [all mirrors, Thorlabs BB1-E01] and a Nikon Apo TIRF 60XC oil
immersion objective [MRD01691] with a NA of 1.49 and a working distance of 0.16 to 0.07
with coverglass thickness of 0.13 to 0.19.

The fluorescence signal was collected via the emission filter [Semrock Brightline series
fluorescence filter 617/73] with a transmission wavelength range 580.5 nm to 653.5 nm, and
via tube lens from Thorlabs [TTL200A] with a working focal distance of 150 mm and in
the wavelength range of 400 nm to 700 nm, and compatible with the Nikon objective. The
signal was collected in a Hamamatsu Orca digital CMOS camera [C13440-20CU] indicated
in Figure 5.11 as Camera 1.

Figure 5.13: Experimental setup

The experimental results from this system is highlighted in the next Section of results.
There was a lot of noise in the data and it was narrowed down to be coming from Camera
1. Since this was a low end camera, dynamic pickup of signal across pixels, enhanced the
excitation non-linearly leading to increase in excitation signal which could not be corrected
for due to its dynamic non-linearity. Thus, a shift was made to a photodetector to remove
any such dynamic changes. The Camera 2 was used along with the photodetector, but only
to check the beam shape and maximise the beam intensity upon aligning and re-aligning
the beam configuration in the system as well as aligning the density filter plate.

111



Chapter 5. FLIM

To summarise we have all the components; the excitation beam Verdi laser, beam switch-
ing (ON/OFF) through the AOM modulator, the variable density filter along with rota-
tion, the excitation proxy (Camera2/photodetector which will be described in the next
Section), fluorescence signal measurement camera (Hamamatsu) and acquisition via Mat-
lab which was also used to synchronise the components using function generators. The
experimental setup is shown in Figure 5.13.

4.3 Adding Photodetector

We will discuss the results with Camera 1 as the excitation proxy followed by the photode-
tector. However, I will introduce the experimental setup here since it is just the addition
of one component with minor changes.

Photodetector [LCA-S-400K-SI-FS] with Si-PIN and InGaAs-PIN photodiodes, with a
wavelength range for detection from 320 nm to 1700 nm, Bandwidth from DC to 400 kHz
and a maximum gain of 106 V/A was used. The photodetector as shown in Figure 5.11
was used as a proxy to measure the excitation intensity instead of the Basler camera. And
the results are elaborated in the next Section. The photodetector works on the basis of of
a reverse biased Si-PIN photodiode which provides a cascade voltage based on the number
of incoming photons. The voltage is then relayed to the software interface via the buffer
amplifier which isolates only the signal and not the ambient noise from the other parts
of the circuits like the power source. The photodetector was controlled and synchronised
with all the other components by developing an interface via Matlab from scratch.

5 Experimental Results

We will now look at the results obtained in each of the experimental setups described
above. We will first start with the Basler Camera and move on to the photodetector as
the excitation proxy. The sample used - had the same kind of preparation as in the case of
fluorescent nanobeads. The sample for performing the experiment was made using nano
fluorescent beads by ThermoFisher. The fluorescent beads had a diameter of 100 nm. The
beads were diluted 10,000x times and allowed to sit on the coverslip. The beads adhered
to the surface of the glass, upon evaporation of water/alcohol solvent. And they are highly
diluted, allowing us to select a bead such that the bead is not having overlap with other
beads. These nanobeads tend to clump together so they are sonicated prior to making
the sample to separate them. The coverslip was then sealed to the slide using the dentist
mould setting mixture and was used to image.

During imaging, the bead was brought to the center of the excitation beam by moving
it along both X and Y axes to maximise the emitted intensity signal (done manually but
using Matlab as the camera interface for reading out as well as storing the location for
each alignment and change of sample). These coordinates on Camera 1 were used to bring
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a fresh bead (same sample, new bead) into this location before starting the experiment.
Since the first bead used to find the centroid of the beam could be bleached (even though
we try to avoid this by having as low excitation as possible based on SNR) so we start with
a fresh bead every time. This was done under low power excitation to avoid bleaching and
the fresh bead once located at the location coordinates, the excitation was turned "OFF"
using the AOM. This was possible since triggering the AOM would give a diffraction
pattern which was used for the experiment. The beam from the first fringe was used, with
the beam intensity maximized through optimizing the Bragg angle. And in the absence of
the triggering, there would be no diffraction and thus no first order fringe beam rendering
it to its "OFF" state as discussed in the previous Section.

Thus, after placing a fresh bead at the center coordinates of the illumination, and setting
the AOM to OFF mode, the power of the laser was set to its maximum of 5 Watts. The
laser was allowed to stabilise for a few minutes to have less fluctuations and during this
period the beam path was blocked and the AOM was not triggered. After which the
optical path blocker was removed (the sample could only be irradiated with noise from
the 0th order ambient at this point) and the main trigger for the experiment was given.
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Figure 5.14: Transmissivity of the excitation beam as a function of the angle of the vari-
able density filter along with the schematic representation of the amplitude of the pulses
modulated using the variable density filter by rotation and gating controlled thorough
the AOM indicated in Green. And the fluorescence lifetime τ -cycles of the fluorescent
nanobead indicated in Orange (in the order of ns).
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In order to quantify the ground noise levels due to the 0th order and ambient reflections,
the Hamamatsu camera was triggered twice. Once firstly during the presence of the first
order beam and secondly in its absence. This gave a value for the ground noise fluorescence
signal and this was subtracted from the image with the pulse, for the fit. The ground noise
in the case of using Camera 1 for quantifying excitation was also subtracted in the same
manner by having two frames one with the first order illumination and one without. In
Figure 5.14 we have a schematic representation of the variation of the Optical Density
(OD) as a function of the angle of the rotating variable density filter in the setup with
the amplitude of the pulses decided by the density filter by the equation 5.24. Along with
the gating of the pulses modulated using AOM indicated in Green. And the fluorescence
lifetime τ - cycles of the fluorescent probe indicated in Orange. Many (1000) lifetime
cycles fit in one pulse gate (of 1 µs) of the laser. We have not indicated the camera
trigger here. The camera is triggered twice for each of the values of the laser power during
excitation with a time period of 10 ms. The first frame contains the laser excitation and
the second does not (to quantify the background/ground noise in the absence of the laser
beam as discussed above). The optical density filters have the following relation with the
transmitted light through the filter T :

OD = log 1
T

(5.24)

And in the case of the photodetector, we had a baseline ground noise that was sub-
tracted. Since the detector area was much smaller than the beam, the noise remained
more constant when compared to using the camera. The photodetector also has digitisa-
tion noise based on the range of signal detected, we will discuss more in the next section.

5.1 Camera as excitation proxy

Firstly we will look at the results with the setup with just Camera 2 used for acquiring
excitation data. In this experiment, the time gate for the excitation is 20 micro seconds.
The Basler camera is used for the excitation proxy and the Hamamatsu camera is used for
the fluorescence signal. We will now proceed to give more details for each of the cameras.

For the Basler setup, a suitable density filter had to be used [1.3+0.6+1+0.3 = 3.2
absorptive density filter especially in the front and back belonging to the NE series from
Thorlabs] to decrease the range of excitation, while doing so the range also has to be
tuned to ensure that the low power excitation values are above the noise level. So there
is a trade off between the range and the noise level for the entirety of the experiment
involving increasing and decreasing the power (with the use of the variable density filter
for the excitation) which has to be fixed prior to the experiment. This does not change
once set, unless alignment changes occurred.

114



5. Experimental Results

Figure 5.15: Blue line and dots indicate the excitation proxy from Camera 1 and the orange
dots and line indicate the fluorescence signal from Camera 2. The frames are alternating as
shown with one frame with the pulse followed by a frame without. The ground noise is also
traced as shown in the frames without the pulse indicated in the Green shaded region.
The Black inset is given in Figure ?? zoomed in version. The variable density filter is
also shown in the figure with maximum OD and minimum indicated in the corresponding
locations on the plot as well.

Both the cameras (Camera 1, Basler and Camera 2 for excitation signal, Hamamatsu
for fluorescence signal) was set to an exposure time of 5 milliseconds. Both the cameras
were synchronised along with the pulse, which was started with a delay of 23 milliseconds
(first frame does not have the pulse). The 3 milliseconds was to ensure that the cameras
were ON and ready to acquire with overlap in exposure time. The first frame did not
have the pulse and accounted for 20 milliseconds of the time (10 milliseconds ON and 10
milliseconds OFF). The second frame contained the pulse as depicted in Figure ?? which
is the zoomed in version of Figure 5.15. In Figures 5.15, ?? and 5.16 we have the raw
data tabulated for both the cameras, to illustrate how the processing is done. In Figure
5.15 we have a case of very stable output with a small rate of bleaching, we show both the
cases to illustrate the individuality of the nanobeads which we don’t have control over.

The nanobeads are highly specific; in some cases we observe bleaching and in some cases
there is no bleaching across multiple cycles as indicated in Figure 5.15. Wherein we see that
the rate of bleaching is slower and occurs across multiple cycles (16 cycles) with a pulse
duration of not just 20 micro seconds but 200 microseconds which is ten times larger. This
would be an ideal fluorescent nanobead and statistically we observe a range of different
bleaching rates for different beads. Generally for many nanobeads, within a few cycles we
will start to see bleaching effects. This best case scenario and another bead demonstrating
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bleaching as shown in 5.16 was plotted just to illustrate the variability in the bleaching
time scales depending on the environment. There is also variability in excitation due to
the laser especially at lower excitation powers, and the laser has fluctuations in time as
well but these are registered in the corresponding fluorescence signal emitted from the
probe.

Figure 5.16: Blue line and dots indicate the excitation proxy from Camera 1 and the
orange dots and line indicate the fluorescence signal from Camera 2. The frames are
alternating as shown with one frame with the pulse followed by a frame without. The
ground noise is also traced as shown in the frames without the pulse. The starting point
of the variable density filter gives the cyclical starting point.

For the case wherein we see the bleaching effect, as shown in Figure 5.16, the fluorescence
signal (Orange) and excitation signal (Blue) are recorded for both presence and absence of
the pulse (which is the noise, indicated in the Green shaded region from the zeroth order of
the beam from the AOM). This gives us the ground state noise from the zeroth order beam
as well as other sources of noise from detection, excitation proxy and illumination, which
is used to subtract from the total signal. The signal for both excitation and fluorescence
is the sum of intensities across pixels on both cameras.

The green region indicates the noise level for the excitation and fluorescence. We see
that the noise levels remain constant across cycles but change with changing excitation
intensity. The higher the intensity of the laser beam, more the noise. This is clearly
illustrated across all these plots, observed in 5.15 as well. We will discuss more about this
in the next section as well.
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Figure 5.17: Blue indicates set one (each set is two cycles of increasing and decreasing
excitation power cyclically by rotating the the variable density filter), Red indicates set 2
and Black indicates set 3. This figure illustrates progressive less emission.

The base level ground noise for each frame was subtracted for each individual frame,
for both excitation as well as fluorescence emission signals. Since the excitation proxy
was highly dynamic as well as quite erratic at lower excitation powers, the data for the
excitation proxy at times went to negative values as indicated in the filtered plots for
excitation and fluorescence superposed as seen in Figure 5.17.

Across multiple sets of cycles, we demonstrate the trend for one experiment, with respect
to the saturation curve. In Figure 5.17, we have plotted six cycles separately by dividing
them into three sets (Increasing and decreasing intensity that is two cycles in one set) to
look at the dynamics. Blue dots indicate the first set, Red dots indicate the second set
and Black dots indicate the third set. We observed a progressive decline in the emission
as illustrative of gradual bleaching.
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Figure 5.18: Normalised plots for filtered fluorescence and excitation signals. Blue line and
dots indicate the excitation proxy from Camera 1 and the orange dots and line indicate
the fluorescence signal from Camera 2.

In Figure 5.18 we have the first set of increasing and decreasing excitation intensity
of illumination followed by the corresponding fluorescence emission plotted together by
normalising each of them individually. For the normalization, we take the two data sets
for fluorescence emission and excitation respectively and individually normalize them to
the range between 0 to 1 to compare their respective trends as shown in 5.18. We see the
trend preserved however we see a lot of noise in the excitation signal especially at lower
illumination intensities.

As can be seen from Figure 5.18, the fluorescence and excitation are in tandem as
expected, however there is a lot of noise especially with regard to the excitation. This can
be further illustrated by plotting the fluorescence vs excitation plot which we ultimately
need to fit for the time constants.
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Figure 5.19: Data from set 1 was fit in an approximate functional form. Fluorescence
re-scaled to simulated values, elaborated in the next few figures.
The axes represent the number of photons emitted by the fluorescent probe in the Y-axis

and the excitation proxy by capturing a part of the laser beam photon number on
Camera 2.

Figure 5.20: Fit Parameters

For the fitting, we can consider just the first set which is non-bleached to fit the satu-
ration curve (Figure 5.19) and also look at it in comparison with the simulations (Figure
5.20). In Figure 5.19 we have the set 1 data points. The points appear to be saturating at
high powers but we need less variability to distinguish between the linear and saturating
regime.

In Figure 5.20 the first set of points are fit with the functional form given by equation
5.21. The fit is as given above.
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Figure 5.21: Both the experimental data (Blue) and simulated data (Red) plotted together.
The simulated data and experimental data re-scaled to match the range.

In Figure 5.21, the excitation and corresponding fluorescence was plotted together for the
experiment marked in Blue, and simulation marked in Red. The power and excitation were
re-scaled from the simulation to fit the range of the experimental data. The fluorescence
signal was re-scaled from the experiment to match the simulation as well. Since we don’t
have access to the true range and can only operate by a pre-factor that is proportional to
the datasets.

As seen in the previous section the noise from the excitation was very large (more than
20%). These fluctuations were due to the non linear dynamic effect of pixel read out from
the camera as well as its non specificity at lower powers. The noise is especially large in
lower intensity ranges owing to lower SNR. The device needed to do better, much better
if we wanted to have lifetime differences between two species of molecules.

5.2 Photodetector as excitation proxy

In this Section we look at the augmentation of the setup using the photodetector mentioned
in the Experimental Setup Section. We look at the results with a better excitation proxy,
using a photodetector. And then we discuss the results obtained in this setup.

5.3 Excitation Signal

Thus, to have better excitation data, we switch to the photodetector [LCA-S-400K-SI-
FS]. The idea for using this was to have a voltage read out from the photodetector for the
excitation and see if the noise that we saw in the previous setup gets reduced. The choice
of the photodetector was such that it was fast enough to pick up the pulse since the pulse
was in the order of microseconds. Thus, a rising function response in the nanoscale with
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Rise/fall time [10% − 90%] 900 ns tested at 920 nm and with maximum range for input
photon flux, and 5 ns experimentally observed at 532 nm, and with the range for input
illumination from 0V- 200V. These characterizations were done to ensure that the pulse
could be clearly picked up during the entirety of the experiment. The pulse as well as its
response function was characterised as elaborated in the following Section.

Figure 5.22: Blue line is the pulse as detected by the photodetector for 100 microseconds.
The top of the peak as well as ground noise is the digitization error for larger range
availability for the signal.

The other important facet of the detector that was characterised was the digitization
property and its corresponding range. All detectors adjust their digitization step (which is
a measurement rounded to a a certain value in steps; essentially just a step function whose
step size is determined as the digitization error) based on the range of measurement. For
example a range of 0V to 2V would have a larger digitization step (shown in Figure 5.22),
contributing to higher error and uncertainty in the measurements when compared to say
operating within the range of 0V to 200 mV. But on the other hand limiting the range to
a small value will not give readout values for high power excitations. This was optimized
using a set of density filters that gave a good range on the photodetector without adding
noise at low excitation power of the laser beam. The density filters contribute to the
logarithmic function of the laser beam power as shown in 5.14. Thus, a combination of
density filters were used to reduce the range as much as possible. And this had to be
further optimised due to the fact that adding high density filters would cut down a lot of
light leading to error at low power excitation values as observed while using the camera.
The trade off between these two extremes which we needed to span, was made with a
combination of precise density filters.
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Density filters work by cutting the transmitted light logarithmically as in equation 5.24.
We need density filters because, even in the case of low excitation beam proportion (as we
had with the previous setup where we had less than 2% of the incident beam redirected
to the excitation Camera 1) we still saw that we needed a pretty high OD of 3.2 to not
have saturation in the ROI. Even here, we use a photodetector that receives a very small
fraction of the incident beam but still we need an OD to not damage or saturate our
photodetector. And by playing with the different combinations of the density filters we
can pick a suitable combination that falls in the restricted range of the photodetector as
well as have significant SNR at low intensities of the excitation beam so that we can avoid
noise.
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Figure 5.23: Blue line is the pulse as detected by the photodetector for 10 microseconds
of laser beam exposure with a density filter of 1.5 and laser power of 5 W attenuated by
the rotating density filter to around 1.75 W. The top of the peak is the digitization error
which has been optimised to be low.

In Figure 5.23, individual peak is shown. Multiple such pulses for increasing amplitude
are used as the proxy for excitation power/intensity. The average across each pulse is
computed by taking an average across all points in the pulse. The number of points in
the pulse was regulated as well, by programming the detector completely in a bottom-up
approach. There are 200 points in the peak of the pulse in Figure 5.23 giving a resolution
of 50 ns. The number of points is tuned based on the trade off between the total time for
acquisition for the detector vs the precision in the peak.
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In Figure 5.24 multiple such pulses have been shown in Blue (Here the OD is 1.5 for
the photodetector), along with their corresponding averages for each peak in Orange. The
average thus computed was used to plot against the fluorescence signal. The fluorescence
signal was also optimised so as to have the minimum possible noise levels by fine tuning
the alignment, bead position as well as the Bragg angle from the AOM as indicated in
Figure 5.25. This was done methodically by firstly tuning the Bragg angle and the beam
to have lowest noise and highest signal, secondly the position of the bead by fine tuning
the X and Y coordinates of the location on the camera for maximum signal as the centroid
of the beam and finally the positioning as well as the optimised combination of density
filters for the detector which we will discuss more in the next section.
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Figure 5.24: Blue line indicates the raw data from the detector pulses and the Orange line
indicates the average across every 40 points from the first pulse.

In Figure 5.24 we have the data from the photodetector alone, and we see the continuity
of the same trend as the fluorescence emission signal. We can also qualitatively see that
these plots look much more in tandem as well as precise when compared to the previous
system. The idea of taking an average across the points in the peak versus taking the
maximum or the summation of the points of each peak is illustrated in Figure 5.24 which
is why this data set was chosen. The maximum is a single point, that could have error
either through digitization or laser jitter whereas the average accounts for all the points,
enabling a more robust measurement of the excitation proxy value. The Verdi laser at
high power setting does jitter (not as much as the low power setting as discussed before)
but nevertheless there are some instances of sudden variability in the laser emission at a
very small time scale. This is given by one of the points in the peak that appears different
from the trend. However you can see that when we take the average, we weight against
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such occurrences and thereby the average value is considered. You can also see that other
points in this peak our lower than expected. This weighting was optimised across all
experiments and fixed for all experiments (automated code in Matlab).

Now that we have characterised the photodetector and illustrated it with an example
(which we will also use to fit in the final Section), we move onto explaining the fluorescence
signal.
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5.4 Fluorescence Signal

The fluorescence signal has been discussed briefly in the previous setup as well as previous
section with regard to optimisation. In this Section we build on that to better illustrate
using experimental data what we achieve by means of these measurements.

Firstly the fluorescence signal from the bead is taken as the sum across the ROI which is
an area around the bead (automatically selected using centroid detection and fixed for all
the frames during analysis). This ROI is large and encompasses the bead. The nanobeads
are fixed onto a coverslip using the process described in the beginning of the experimental
section. And they are highly diluted, allowing us to select a bead such that the bead is
not having overlap with other beads. These nanobeads tend to clump together so they
are sonicated prior to making the sample to separate them.

Figure 5.25: Reducing noise in fluorescence signal through alignment. On the left we have
a case with higher noise levels, occurring due to presence of the zeroth order excitation
beam and on the right we have an improvement through better alignment, using more
diaphragms and optimising through adjusting around the Bragg angle of the AOM as
well.

The sum of all the photons over all pixels of the corresponding bead is taken to be the
fluorescence signal value. Now, using this to plot fluorescence signal vs excitation will
yield the saturation plot which we will then use to fit. This has been demonstrated in
Figure 5.25. In 5.25, in the left plot we have the noise to be high as illustrated by the
shaded Green region. This was reduced by optimising the Bragg angle and fine tuning
the diaphragms (all of them), isolating the beam path to remove ambient noise and so
on. This was done every time before commencing with the experiment (even in the case
of the previous setup as well). Thus, we can see a marked difference between the two.
It was a learning curve to learn how to best optimise the excitation beam, both for the
photodetector as well as Camera 1.
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Figure 5.26: Image on the left is with the pulse or the ON frame and image on the right
is the frame with no pulse or OFF frame which has the noise (here we don’t see it since it
is in the absolute scale, and the signal is very high compared to the noise).

Figure 5.27: Diffraction limited spot of a 100 nm fluorescent nanobead excited at 532
nm. The X-axis and Y-axis as the pixel coordinates and the intensity along the Z-axis
indicated as the colorbar.

In Figure 5.26 we have an example of a frame with the pulse on the left and without
the pulse on the right, since we have the absolute scale here, we don’t see the noise.
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Figure 5.28: Image of the bead illuminated with the imaging area along X-axis and Y-axis
as the pixel coordinates and the emission intensity along the Z-axis.

The fluorescent emission intensity of a spherical fluorescent nanobead which is illumi-
nated with the excited beam is plotted with imaging coordinates as well as its emission
intensity along the Z-axis in Figure 5.28. The same plot, with a zoomed in view, is pro-
jected onto a 2D plane in Figure 5.27, the X and Y axes are the pixels of Camera 1
(512x512). Here we can see that the beam is very bright in the center and the intensity
falls radially as is expected in a diffraction limited image. This also illustrates that the
illumination is symmetric and centered.

The shape of the bead is also a way to see if our image plane, illumination and so on are
good enough. Camera 2 was not removed but in turn used as well, to check this. But since
the beam falling on Camera 2 was right after the variable density filter, it was not needed
as much since the beam at this point was not going to be perturbed for every experiment.
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5.5 Saturation Curve

Now that we looked at both the aspects of the experiment, excitation and fluoresce signal.
We proceed to examine them together and look at the saturation curve in this section.
We also fit the curve to obtain the fit parameters. We also examine the constraint for
saturation by examining the convergence of the fit parameters. Then we proceed to look
at some statistics for many acquisitions. We compare two types of beads for their fit
parameters and distinguish them based on their fit parameters.

Figure 5.29: Normalised curve for excitation and fluorescence. Blue indicates the exci-
tation and Orange indicates the corresponding fluorescence signal. Each point is for one
intensity of excitation and corresponding fluorescence emission.

In Figure 5.29, the average value for each pulse is plotted in Blue and the Orange
is the corresponding fluorescence emission signal. To illustrate excitation and its corre-
sponding fluorescence emission from the bead sample. Both excitation and fluorescence
are normalised. The fluorescence signal is computed by filtering the noise from the frames
without the pulse as mentioned in the previous section. Since we have two images ac-
quired for each power/intensity value of the laser (data point), one image with the laser
pulse-corresponding fluorescence signal and the other without (when the AOM is in its
"OFF" state). The image without the laser pulse gives us the fluorescence emission due to
scattered illumination which was subtracted as the noise for each data point individually.
The final fluorescence signal was used to plot the saturation dynamics.
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Figure 5.30: The data points are shown in Black and the fit is given by the Blue curve.
X-axis is in mV and Y-axis is the fluorescence photons.

In Figure 5.30 we have plotted the saturation curve for the set discussed above and we
see that when we fit it with y = a(1 − ebx), we get the following curve indicated with a
Blue line in Figure 5.30 for the points indicated by Black dots from Figure 5.29. The fit
parameter b is of importance to us as it relates to the time constant (from the first Section)
and here it is 0.018 ± 0.001 with an R2 value of 0.98 indicating a very high goodness of fit
(CI of more than 2 sigma or 95%). In the next section we take two species of fluorescent
nanobeads and examine the robustness of fit as well as distinction between the two using
this b fit parameter.
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6 Fitting Parameters and Robustness for two Species

We are now ready to look at the robustness of the fitting we carried out in the previous
Section. We have seen how important it is for us to be close to saturation both theoretically
and experimentally. We have gone beyond the saturation intensity to almost twice its
value, to a region of constant fluorescence with excitation. And it was necessary to do so
since we needed to have a good and precise fit with high confidence. Only this would enable
us to distinguish between two species of molecules with different fluorescent lifetimes. Now
we see the degree of convergence of the fit parameters with respect to the number of points
taken from the origin. This would help us decide in terms of power whether we need to
go to the full maximum.

Figure 5.31: Taking two species bead A on the left and bead B on the right were plotted
with fluorescence signal vs excitation as done in the case for Figure 5.30.

In Figure 5.31 we have the data and fits for one batch of experiment for each of the
species. And both are plotted together in Figure 5.32. Although this is not exactly
accurate since both of them are not in the same sample, and were sequentially imaged. So
it isn’t actually correct to plot them together, however it gives a visual cue to understand
how the rate of saturation qualitatively differs for both.

Experimental procedure for characterizing fluorophore has been explained in the previ-
ous sections. Here we present a set of experiments to distinguish fluorophores in terms of
their response for microscopy application. We have used nanobeads of two fluorophores
(A and B) supplied by ThermoFisher [F8800] as bead A and ATTO 565 beads denoted
as bead B, in this set of experiments. Their absorption peaks are at 540 nm, and 565
nm, respectively. Similarly, their emission peaks are at 560 nm, and 590 nm, respectively.
For each fluorophore characterization, a single bead is isolated in the setup and subjected
to increasing intensity of excitation up to 170 (excitation is measured through a proxy
which is the photodetector, thus the units are in mV) and then decreased. Corresponding
fluorescence intensities are recorded as a function of excitation intensity. Results for two
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Figure 5.32: Two species plotted together with the excitation proxy along the X-axis in
mV and the photon number measured through Camera 1 as the fluorescence signal. The
axes being the same as in Figure 5.30. The plot indicates the different trends of saturation
for each of the species.

beads are show in Figure 5.32. It is clearly evident that, each bead has different fluorescent
intensity for a given excitation intensity (multiple lines in each figure will be explained
shortly). Observed saturation intensity for bead A is 5.7x104 and for bead B it is 2.4x104.

Other, important factor to be kept in mind while designing fluorescence microscopy
is problems arising due to photo bleaching. To mitigate photo-bleaching problems, it is
desirable to keep the excitation illumination as low as possible. In the Figure 5.32, we plot
two types of beads fluorophore emitters data in a single graph. Even when the excitation
intensity is below 50 mV, bead A is already having a much higher fluorescence intensity
compared to bead B and this depends on the number of fluorophores encapsulated and
fluorescing in the bead. Thus, the saturation fluorescence intensity would not be of much
consequence when compared to the fit parameter b.

We will discuss more about this below. It is also important to note that we need to
trace this fit parameter and its convergence in order to utilise it to probe samples with
cut-off excitation. The convergence of this fit parameter will yield to us the minimum
excitation range required in order to harness the fit parameter with a strong confidence
level. For which we consider here 95% or 2σ estimation.
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Figure 5.33: The two species bead A on the left and bead B on the right, were plotted
with fluorescence signal vs excitation as done in the case for Figure 5.30. Multiple fits
were carried out with varying number of points from the origin considered to check for
robustness in the calculation of the fit-parameter. The data points are indicated in Red
and the fits in Blue and the fits in dotted Black lines. The saturation excitation is also
marked in Purple. We see that we need not go to very high laser beam powers to saturate
our sample to obtain a robust fit parameter.

To quantify minimum characterizing excitation intensity range, in Figure 5.33 we pro-
gressively considered smaller range of the data (from zero excitation to different levels
of excitation intensities) and proceed with the curve fitting. Dots are experimental data
points, and dotted lines are curve fits with different ranges of excitation intensity data
from the experiment. We have 14 such iterations each progressively with increasing num-
ber of points. Since the last few points (4 points) are the same intensity. Thus, we have
14 such fits and then we tabulate the fit parameter b for each.

We consider from the above plot various number of data points starting from the origin to
evaluate the necessary level of saturation measurement. Since exposing the sample to high
laser powers is not ideal, we look at different sets of data up to different points of excitation
power to look at the lowest laser power at which the fit parameter converges. This will
indicate the laser power at which we can obtain a robust fit parameter b without reaching
high laser power excitation values which will reduce the possibility of phototoxicity. In
5.34 the fit parameter is plotted for each such set, as a function of the corresponding
maximum excitation power. That is, for example say we take 40 points from the origin
that would include points up to a certain maximum excitation say 50 mV which is the value
represented along the X-axis. Each point close to the non-linear regime in the saturation
dynamics plot (region of constant fluorescence) gives information on the robustness, which
is why we take each point in the non-linear regime as one of the sets for the fit (14 such
sets).
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Figure 5.34: The fit parameters for varying the number of points for each species is plotted.
The threshold for constant value parameter for each case is evident. The Blue curve is for
type A and the Red curve is for type B.

In Figure 5.34, we plot the exponent fit parameter b, as a function of of excitation for
both bead A and bead B. For bead B, around an excitation intensity corresponding to
100 mV is sufficient to estimate the characteristic feature of fluorophore, while for bead
A we need to go up to 125 mV. These are the values of excitation laser power beam for
which we see a convergence of the fit parameter b. Both these excitation values are much
lower than the excitation intensity required for saturation. The values here are indicated
in mV since we have the proxy for excitation and not the actual excitation photon number
measured through the photodetector. Thus, we use excitation proxy in mV through the
detector for the excitation power, intensity and photon count interchangeably as terms.
For microscopy, in order to distinguish fluorophores, excitation intensity corresponding to
around 50 mV is more than sufficient, to identify and label the two beads distinctly. This
is very important if we want to move to a biological sample and prevent phototoxicity. We
see that for very low values of excitation power, the fit parameter is different for the two
species, but has not converged. This is due to the data set being small as well as lying
primarily close to the origin and the linear regime where we have the excitation and the
corresponding fluorescence signal increasing proportionally. For our fit parameters to be
robust we need to have more data points closer to the non-linear regime.
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Figure 5.35: The fit parameter along the Y-axis for many acquisitions with different beads
of the same species is plotted with Blue being type A and Red being type B. The solid
line is the average for each of the species and the dotted line is the 95% confidence interval
(2 sigma) for each species.

We have seen how robust the fit gets with additional points and how we can optimise the
level of the maximum laser power to avoid phototoxicity. The experiment was repeated
multiple times for many fluorescent nanobeads of each species. Now we look at many the
fit parameters for all such acquisitions for each of the species. In Figure 5.35 and Figure
5.36 we have many experiments for each of which we look at the b fit parameter. That is,
we repeat the process done above for one bead, on multiple beads of two different species
and collate the statistics.

We see in Figure 5.35 that the fit parameter is plotted along the Y-axis and the experi-
ment set number along the Y-axis. The initial acquisitions were done for the first kind of
species (type A) and the second set (type B) on the right over many days. The acquisitions
are marked in Blue for type A and Red for type B. The solid line indicates the average
value for the fit parameter b and the dashed lines indicate the 2 sigma level or confidence
level of ∼ 95%. In Figure 5.35 we repeat what we did previously by taking points from the
origin increasingly, to plot the convergence of the fit parameter for each experiment for
type B. Initial points close to the origin can either be over-estimated or underestimated
with respect to the fit parameter, and it depends on the guess point/initial point from
which you begin the fit. The initial values don’t fall within 2 σ and therefore we cannot be
confident while reporting values close to the origin (low intensity illumination). In Figure
5.36 we represent the data with the mean value and error bars. The experiments were
carried out exactly as in the previously discussed case. The fit parameter b is a function
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of the lifetime of the fluorescent probe. The lifetime of the fluorophore is defined by the
following relation through:

τ ∝ Pulse Duration

(1/b) (5.25)

Figure 5.36: Value of the fit parameter b, (a) for Bead-A and Bead-B, obtained in different
experimental runs, (b) distribution of b values for two beads. Fit parameter b for Bead-A
and Bead-B have overlap beyond 2 σ.

To summarise we have discussed the theory as well as experimental implementation of
a new technique to conduct FLIM on a fluorescent nanobeads. We have characterised
all the experimental components, along with progressively motivating the reason behind
each component. The idea was primarily motivated for using a CW laser. And finally we
look at experimental results and statistics associated with it to distinguish two species of
fluorophores. In the next Chapter we look at another new approach to do FLIM using
integrated fluorescence flux.

7 Conclusion

In this Chapter we presented a novel method which uses continuous laser for studying
saturation flux dynamics of a fluorophore. The continuous laser is gated to pulses in the
order of tens of microseconds so as to prevent bleaching of the sample. Continuous expo-
sure to the laser excitation would invariably bleach the sample due to phototoxicity. The
pulse width used in our experiment was 10 µs. The phenomena of saturation was compu-
tationally simulated. The results from Monte Carlo based simulations are presented which
indicated how fluorescence lifetime impacts saturation emission-flux of a fluorophore and
could be used for classifying flourophores. Through this exercise we demonstrate the pos-
sibility of distinguishing fluorophores based on their saturation emission flux, which is a
proxy for their lifetime. An experimental setup was designed and built, which has capabil-
ity to illuminate and excite a fluorescence nano-bead. Excitation from a continuous laser
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was gated in the microsecond range using a simple acousto-optic modulator. Both illumi-
nation intensity and the fluorescence emission intensity by the nano-bead are recorded. For
the excitation signal we use a photodetector voltage value as a proxy to obtain a precise
readout. Since we are interested in multiplexing it is not necessary to calibrate the system
to obtain the actual lifetime of the probes but to rather differentiate them into two species.
This can be extended to do FLIM once the system has been calibrated for a fluorescent
probe with a known lifetime. The variation of the detected signal as a function of the
excitation power, when increased gradually up to saturation fluorescence emission enabled
us to characterize fluorescence lifetime. Hence, using this approach we have shown for
two nano-beads having different species of fluorophores (F8800 ThermoFisher and ATTO
565 both having a size of 100 nm diameter), that saturation dynamics as distinct. The
exponent that fits the variation of excitation intensity with corresponding emission flux is
extracted by curve fitting. We have shown that the exponent, b obtained by this method
is distinct and using value of “b”, we can distinctly label these two fluorophores with 95
% confidence. The configuration presented in this chapter uses continuous laser, setup is
much simpler and inexpensive, which makes this as a promising method for multiplexing
based on fluorescence lifetime imaging.

Important extension of this, method is to deploy this in biological environment and do
super-resolution microscopy of biological samples.
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New technique of DPFLIM

In this chapter we introduce a new approach for doing FLIM measurements
using two gated pulses from a SCW laser. This approach has not been experi-
mentally implemented before and has a unique advantage in terms of measuring
integrated fluorescence emission as a proxy for lifetime of fluorescent probes.
This technique utilises integrated fluorescence flux which allows for camera ac-
quisitions in the order of milliseconds as opposed to probing the system at a
sub-nanosecond regime for lifetime based multiplexing. We demonstrate math-
ematically how this can be achieved and derive the necessary experimental con-
ditions for this approach. This novel experimental technique is implemented
through an experimental setup which is described in depth.
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1 Introduction and theory for DPFLIM

In the previous chapter we saw an alternative way of doing FLIM which has not been
touched upon theoretically or empirically before. In this chapter we discuss a time based
FLIM technique which utilises a SCW puled laser to do FLIM with only two pulses. This
has been theoretically described [MÜLLER, 1995].

Briefly speaking the parameters of this technique can be described as follows. We need
to ensure that the molecules are transitioning from the ground state to near steady state
excitation achieved with short temporally tunable pulses generated from the pulsed laser
with a tunable delay. The key element in this technique is the delay line introducing a
"second pulse". Much like the previous technique saturation here is vital for steady state
excitation. This technique is implemented in conjunction with a confocal head (confocal
focusing system) and a detector whose dead time must be shorter than the lifetime of the
fluorophore emitter in question.

This technique is motivated to study the contrast of lifetimes in terms of change in
the environmental conditions or the structure of the fluorophore emitter. As stated in
[MÜLLER, 1995] the advantages of using lifetime measurement against the conventional
intensity based microscopy is that it offers discernible differences in terms of detection
with respect to the background and it can also be implemented as a ratio based imag-
ing technique for quantifying differences in the environment or structure of fluorophore
emitters.

Figure 6.1: Single pulse excitation followed by characteristic relaxation time for ATTO
647N fluorophore emitter indicated in blue. Black line indicates the time at which pulse
was supplied, in this case at t = 0. The decay dynamics occurs in nanoseconds. The Y-axis
is the counts from 0 to 100 of the emitted fluorescence (N) proportional to intensity.
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Figure 6.2: Double pulse excitation for ATTO 647N fluorophore emitter, with the two
pulses separated by time τdelay which is shorter than the decay time. This delay time is
introduced by a second pulse with a larger path length than the first pulse as described
below. The blue lines indicate the relaxation dynamics and the shaded blue region is the
integrated flux.

In Figure 6.1, the total fluorescence intensity integrated/area under the indicated curve
due to a single pulse which excites the fluorescence emitter from the ground state to the
excited state is shown. This integrated flux is for a single pulse on the sample. And in
Figure 6.2, the sample with the fluorophore emitters are irradiated with two consecutive
pulses with a time delay indicated by τdelay. The delay time period can be modulated by
increasing the path length of the second pulse compared to the first pulse; more of which
will be discussed in the experimental implementation. What happens in this scenario is
the fluorophores which have relaxed back to the ground state after the first pulse (in a
very short time window), get excited with the second pulse. In the second scenario with
the two pulses, the total fluorescence intensity is measured. Which is indicated by the
shaded area, since we have to integrate all the fluorophores emitted and the functional
form is the exponential as discussed in Chapter 4.

The ratio between the two cases with the two pulses and one pulse gives the fluorescence
lifetime of the fluorophore emitter. And for this to be valid it is important for the condition
of the steady state excitation to hold, that is, the sample has to be saturated to be
mathematically accurate to the derivation for the lifetime through looking at the ratio as
a function of the delay time τdelay. This will imply the maximal contrast in the ratios
between two species with different lifetimes. That is, the sample must be excited in such
a way that all the fluorophore emitters get excited and then they stochastically decay.
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Which is decided by the exponential decay curve, most molecules decay very quickly
and few molecules take a long time to decay. The molecules that have quickly decayed,
are excited again when the second pulse comes along after the delay. And all, not just
few, all of the molecules that have decayed are once again excited. This is important
to distinguish because it sets up the premise for the importance of saturation in this
technique as well. Only then can we take the whole integrated area under these curves to
be valid. Otherwise it is a close approximation and the ratio will yield an approximate
lifetime which might not be completely useful for differentiating between different emitters
or the ambient environment based on the contrast in lifetime alone. Also, in this approach,
we assume that only radiative absorption and relaxation occurs and not other pathways.
Non-radiative processes, phosphorescence, quenching and bleaching aren’t accounted for
since they will induce a change in the ratio measured. These modifications can also
be incorporated in an ’effective’ fluorescence lifetime, that would not affect the method
discussed here [MÜLLER, 1995].

1.1 Mathematical Derivation

Here we consider fluorescent probes that are mono-exponential and a simple transition
from the ground state to the excited state. This technique will be able to differentiate
molecules that could have more complex fluorescence provided the effective transition rates
are very different. Let the fluorophores be in ground state indicated by N0 and excited
state N1 as follows, the total number of fluorophore emitters

N = N0 + N1 (6.1)

The fluorescence signal/intensity can be defined from Chapter 4 equation 4.1 as follows
for

I(t) = cN1e
−t

τflu (6.2)

And here N1 has maximum number of fluorescence emitters since the sample is saturated
with the excitation beam completely. τflu is the fluorescence lifetime. The integrated
intensity in time which is what is measured by the camera/detector is given by the following
integral form of equation 6.2.

I1 = N1maxτflu (6.3)

Similarly integrated the function in Figure 6.2 by parts from time 0 to τdelay and then τdelay

to infinity and using equation 6.1, we obtain the expression for the integrated intensity

I2 = N2maxτflu[2 − e
−τdelay

τflu ] (6.4)
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And the ratio of equation 6.4 to equation 6.3 gets rid of all the constants and finally we
have the expression for the lifetime as follows,

Ratio = I2
I1

= [2 − e
−τdelay

τflu ] (6.5)

The ratio is independent of the fluorescence intensity. The explicit use of I1 and I2 is
not strictly required as I2 (at t = 0) could be used as reference instead of I1. But the
usage of both I1 and I2 are useful for cases where bleaching occurs and is used to calibrate
the system [MÜLLER, 1995].

1.2 Ratio parameters
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Figure 6.3: Ratio vs Delay time plotted for different lifetimes. We see that upon decreasing
the lifetime the change in ratio becomes relatively more.

In this section we vary the lifetime τflu and the delay time to see the change in the
Ratio parameter. In Figure 6.3 we have the delay time along the X-axis and the Ratio
along the Y-axis. We see upon increasing the lifetime that the Ratio across different delay
times changes less compared to lower lifetimes. Thus, for a given lifetime increasing the
delay time gives a higher ratio.
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Figure 6.4: Ratio vs Lifetime for different delay times. We see that upon increasing the
delay time the change in ratio becomes relatively more.

Figure 6.5: For different delay times 0.2 ns (Blue), 0.5 ns (Red) and 1 ns (Black) plotted
with the fluorescence lifetime τ along the Y-axis and the ratio along the X-axis

In Figure 6.4 we have the lifetime along the X-axis and the Ratio along the Y-axis.
We see upon decreasing the delay time between the two pulses the Ratio across different
lifetimes changes less compared to larger delay times between the pulses. Thus, for a given
lifetime, increasing the delay time gives a more distinct ratio which can be used to better
separate the two species. Since the lifetime is what we wish to probe and the delay time
between the two pulses is in our control. In the next Figure 6.5 we have three different
delay times between the pulses, with 0.2 ns (Blue), 0.5 ns (Red) and 1 ns (Black) plotted
with the fluorescence lifetime τ along the Y-axis and the ratio along the X-axis. This is
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another representation of the two plots above where we plot the ratio vs the lifetime to
see the dependence between the two.

Thus, we can conclude from this that its optimal to probe species that have a shorter
lifetime with a longer delay. The delay (τdelay) is changed by changing the optical path
length difference between the two pulse paths. In order to have a larger distinction between
the ratios of different species it is important to have a range of optical path lengths and
probe the ratio of the integrated photon flux across different delays. This will add to the
precision of the measuremnts. We will discuss more on the experimental implementation
of this aspect in the next Section.
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Figure 6.6: Experimental Setup for DPFLIM.
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2 Experimental Implementation

In this Section we will look at the experimental implementation of the theory that we
have discussed before. In order to illustrate the concept implemented in a system, we first
schematically represent what we wish to achieve.

Figure 6.7: Schematic representation of the experimental implementation of DPFLIM,
The pulsed laser with the beam split into two arms. Arm 1 depicted in Red and Arm 2
in Blue. Recombined for the illumination (with both arms).

In the Figure 6.7 we have a schematic representation of our setup. On top we have a
series of pulses in time, indicated in Red from Arm 1 with a repetition rate indicated as
Trep. The pulses from Arm 2 indicated in Blue are pulses introduced after a time delay
indicated here as τdelay. The whole set is repeated by a time period of Tmod. In the setup,
we have a pulsed laser indicated in Green which has two arms. Arm 1 is indicated in Red
and Arm 2 is indicated in Blue. This corresponds to the pulses depicted on top in the
figure with Red being the pulses and Blue being the pulses with a delay. This time delay
is introduced via a difference in the path length of the beam. Initially the beam starts out,
is then split into two arms and one of the arms (the Blue Arm 2) has a temporal delay
due to a longer optical path length. The ingenious part of this approach is that we have
now transposed out the time domain to a spatial domain. So the problem of approaching
nanosecond scales is not difficult at all via path length as opposed to doing it in the time
domain. And the second aspect is the use of integrated flux which is more readily available
as far as detection is concerned.

On the previous page in Figure 6.6 we have the whole experimental implementation
schematic diagram of the system we described. And then we move on to describing each
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component. We use a SCW pulsed laser as the excitation source due to the fact that we
can pick up a range of excitation wavelengths adaptable to different molecules. And we
can have the pulses in the picosecond range.

Figure 6.8: Schematic of the setup . The optical path lengths for Arm 1 and Arm 2
indicated in Blue and Red respectively.

In Figure 6.8 we begin by directing the beam from a super continuum pulsed laser using
Fianium laser [Fianium SC 400 series] to a filter [Thorlabs FL05780-10] that transmits the
IR component and reflects the visible component of the SCW laser beam as indicated in
the Figure (Red beam has the IR component). This process is repeated, to filter out all
possible IR part of the beam. This is vital for both the safety of the optical components,
sample as well as for the experiment. Since most pulsed lasers are IR centric and have
very high energy IR component as part of their beams. The IR component of the beam
is directed into an IR beam trap [Thorlabs BT610/M]. The beam filtered with the two
IR filters passes through an excitation filter from Semrock (522 nm to 582 nm) [562, 40:
TXRED-4040C-000] that sends the excitation beam indicated in Green. The beam has
a series of mirrors [Thorlabs, BB1-E02] added to use it to align the system (give some
working distance) and passes through a half wave plate (λ/2)[Thorlabs WPH10M-532].
The half wave plates are used to adjust the polarisation of the beam and we will discuss why
this is necessary below. To continue, the beam then passes through the Glan-Thompson
polariser [Thorlabs GTH5M-A] and then through the Electro-Optic Modulator (EOM)
[Thorlabs EO-AM-NR-C4] which is used to modulate the beam to the desired frequency
for Tmod in Figure 6.7. The beam then passes into the polarizing beam splitter cube
[Thorlabs VA5-PBS251/M] which has a polariser attached to it and circularly polarises
the beam, splitting it into two arms. This step is important to make sure that we have
the same amplitude of the beam in both the arms which can be adjusted via adjusting
the polarisation of the beam before it impinges on to the beam splitter cube. And its also
important to collect and recombine the beam back into a single optical path as well, as
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we describe below.

The two arms have shutters so that we have the autonomy to select the beam in the
arm of our choice to illuminate the sample. Shutter 1 was from Newport [Electronic
Shutter with up to 150 Hz frequency 76992] and Shutter 2 [Thorlabs SH05R/M]. Both
arms have a second beam splitter cube that transmits one polarisation and reflects the
other polarization which occurs upon reflection. For the optical delay, the path length
was tweaked on both arms. On Arm 1 we have a continuous translation stage [Thorlabs
DDS300/M] with 30 cm of travel and with a mirror to reflect the beam back into the
arm thereby adding two times the path length. And on Arm 2 we have a rotating mount
[Thorlabs ELL18K/M] with a mirror and 4 mirrors placed at different fixed distances. The
rotation stage itself was placed far from the beam splitter cube. The rotation stage rotates
at fixed angles (programmed steps based on where the receiving mirrors are located) to
direct the beam to the fixed mirrors indicated via the dotted line for each of them and
they reflect back here again adding twice the wavelength. The position of the mirrors were
chosen such that we can have 1 ns (up to 5 ns was possible, accommodated to around 30
cm/1 ns to have sub-nanosecond path difference) of path length variability between the
pulses which was more than sufficient since we need sub-nanosecond time delay for the
experiment. The beams were then aligned and directed back into a beam splitter cube
that recombined the two beams into one optical path. This was then compressed using a
confocal system and directed into the microscope.

2.1 Results

Figure 6.9: COS7 Cell sample illuminated through the excitation beam from Arm 1 and
then from Arm 2 followed by both the arms and then Arm 1 and Arm 2 again. The first
and last images are references with no illumination on the sample.

The results of the setup are shown in this Section. We see that we need three scenarios.
Firstly, we have the pulse from Arm 1, wherein Shutter 1 is ON (in Arm 2), thereby
allowing only Arm 1 illumination. The same thing with excitation from Arm 2. Wherein
Shutter 2 is ON (in Arm 1) giving only excitation from Arm 2, then we have two pulses
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together illumining the sample. So all these scenarios shown in Figure 6.9 are exactly
what we play out in Figure 6.10 below.

Figure 6.10: Schematic illumination for the above figure with COS7 Cell sample illumi-
nated through the excitation beam from Arm 1 and then from Arm 2 followed by both
the arms (more intense illumination) and then Arm 1 and Arm 2 again. The first and last
images are references with no illumination on the sample.

We see here that the signal that we have as fluorescence from the camera is basically
the integrated fluorescence flux over a timescale of 10 ms (exposure time of the camera).
The integrated photon flux is the area under the plot given in Figure 6.2 and Figure 6.1.
Which is the total number of photons emitted by the fluorescent probe due to the single
pulse from Arm 1 as given in Figure 6.1, and with two pulses from Arm 1 and Arm 2 as
shown in Figure 6.2. The camera is triggered to image the fluorescent probe when both
the pulses are used to excite it, as well as when the single pulse from Arm1 is present.
This gives us the ability to calculate the ratio of the image with both the pulses to when
either one of the pulses (either from Arm 1 or Arm 2). The ratio is a function of the
lifetime provided we are operating under saturation, where excitation of a molecule has a
probability of 1, as discussed in the previous Section. Saturation plays a pivotal role in
determining lifetime here since we assume saturation for the derivation (ratio of the image
with the two pulses to that with one pulse).

In order to check for saturation we need to compare the individual pulses to that of the
combined pulse. So we plot the following 2× mean flux (Fluxmean) of each arm - flux of
both arms (combined pulses) (Fluxtwopulses) vs flux of both arms (combined pulses).

2Fluxmean − Fluxtwopulses vs F luxtwopulses (6.6)

The mean flux for each arm has to be constant (since we ensure that the laser beam inten-
sity through the half wave plate that its divided equally across the two arms). This is done
experimentally by adjusting the orientation of the half wave plate to have equal intensity
in the two arms by dividing the beam into orthogonal polarizations. The Fluxtwopulses is
the total integrated photons emitted by the fluorescent probe when exposed to both the
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pulses from the two arms separated by a temporal delay. Close to saturation we should see
a plateauing of the difference between the two with respect to the combined Fluxtwopulses.
This would imply that the fluorescence is saturating since the difference between the signal
from the single pulse case and the two pulse case becomes independent and constant of
the two pulse case.

Figure 6.11: For each pixel on the Camera we have the corresponding values plotted to
check for saturation. We don’t see saturation since we expect there should not be any
difference between the pulse from one arm vs the two pulse case, in terms of fluorescence.

We see that from this raw data plotted in Figure 6.11 for each pixel on the camera
an increasing trend for the fluorescence signal. But here we see that the points are not
close to constant or zero but have an increasing trend. This indicates that we are close
to saturation for the sample but not yet in terms of the energy, as we require saturation
with a single pulse itself for the theory to be valid we make an improvement in terms of
the laser as well as the focusing capacity by using a confocal scanning system that can
better compress and focus the beam. Each pulse should have enough intensity to saturate
the whole sample and thereby provide the conditions in which the theory can hold. In the
next Section we discuss on improvements that can help to saturate the sample and AOI.
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2.2 Changing components

Figure 6.12: The setup as indicated schematically in Figure 6.8. The path length in Arm
1 indicated in Blue and in Arm 2 indicated in Red with the recombined beam in Purple

As discussed in the previous Section, in order to improve the system, we replace the laser
(original setup shown in Figure 6.12 with SCW) (SuperK Fianium series used for STED)
pulsed laser and the detection instead of using a simple microscope and a camera to a
confocal head and a photodetector. As discussed in Chapter 4 we know the advantages
of having a confocal system that focuses very well on the sample with a single photon
detector that makes lifetime measurements. This can directly yield results in terms of
lifetime.

Figure 6.13: Improving the system with a confocal scanner and the TCSPC single photon
detector along with the updated laser.
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Figure 6.14: Setup after modifications of replacing detector with confocal head along with
a new laser.

In Figure 6.13 and 6.14 we summarise the changes in the setup so that this information
can be presented at a single glance. In Figure 6.14 is the actual picture of the setup after
replacing the detector with the confocal head and the new laser.

Figure 6.15: Corroborating the intensity given by the photon count from the two arms as
shown by the two separated peaks in Green using the TCSPC. The photon count from
Arm 1 is indicated on the left and Arm 2 on the right.

As we mentioned in the previous section, we use the half-wave plate to ensure that we
have equal intensities across the two arms. We also check for this in the pulses through the
Time Correlated Single Photon Counting (TCSPC) as shown in the Figure 6.15. Where
we see that the photon count from both the arms (having a distinct time delay that is
large) are equal. This further augments our ability to fine-tune the intensities across the
two arms prior to the start of the experiment.

3 Conclusion

This chapter presents the theory and experimental setup for another, alternate method
to FLIM. In this method we have used "double pulse" from a single pulse laser. We
have presented a configuration in which single pulse of the excitation laser was split, and
made to travel along two paths, and a delay is introduced between these two paths before
these pulses illuminate the sample. The known delay is introduced by adding additional
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optical-path along one of the paths. Additional path is 30 cm per one nanosecond delay.
We have shown here, how the ratio between the integrated intensities of two consecutive
pulses (with a tuneable delay), along with a single pulse is related to the lifetime of a
fluorophore. With this simple arrangement we can easily measure lifetime of a fluorophore
and can be used for multiplexing.

Further development of this method into a device for microscopy and multiplexing, is
being successfully pursued in our group with collaboration at ISMO, Paris Saclay.
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1 Conclusions

Introduction to various imaging techniques and relevant theoretical background are pre-
sented in starting two Chapters of the thesis. Super-resolution microscopy is an important
tool for elucidating molecular dynamics and their arrangements in a cell. Super-resolution,
at the nano-meter scale, is achieved by localization of individual fluorescence-labelling
molecules and the technique is single molecule localisation microscopy (SMLM). One of
the requirements for the biological imaging applications is the multiplexing ability to label
various types of biomolecules simultaneously. In this context, we here in the thesis, have
presented a set of new multiplexing-demixing strategies, one based on the emitted flux of
the fluorophore, and two other methods based on lifetimes of the fluorophores.

In Chapter–3 of the thesis, we have presented a new technique based on the emitted-
flux from the fluorophore for multiplexing. Emitted flux of a fluorophore depends on the
type of the molecule (species), apart from other factors such as its illumination, collection
efficiency and its local chemical environment through its quantum yield. However, in a
given imaging environment, when all these parameters are more or less constant, emit-
ted fluxes can be used to distinguish different species of fluorophores. In Chapter–3, we
demonstrate how this approach can be used for simultaneous imaging with multiplexing.
For this purpose, illumination is made uniform using the Adaptive Scanning for Tunable
Excitation Regions (ASTER) system. Demonstration of the new strategy is done with
DNA-PAINT (Points Accumulation for Imaging in Nanoscale Topography-PAINT) which
enables us for accurate flux measurements due to the long ON-time of the emitters. As
illustrated in Figure 3.37 and Figure 3.38, two species (ATTO 647N and ATTO 655) have
distinctly different photon fluxes. However, also note that these two species have substan-
tially overlapping emission spectra (Figure-3.18). We used ATTO-647N and ATTO-655 to
tag tubulin and clathrin respectively in the COS7-cell line. The result of demixing using
flux-based technique proposed here is calibrated against spectral-demixing method. We
also demonstrate in a given image, a smaller region of interest (ROI) containing two species
of fluorophores, proposed technique is efficient in segregating and labeling them as two
distinct species (for example see Figure 3.16). The effectiveness of the flux-based technique
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was further characterized and quantified by taking a zoomed-in part of the image (refer
Figure 3.17). In this case, both in tubulin and clathrin structures of the COS7 cell, we
observed for number of molecules which are mislabeled, due to overlapping ‘flux-spectra’
of two species. This analysis indicated a crosstalk to the extent of 8-25 % (see Figures
3.15 and 3.17) and quantified the effectiveness of the classification. In summary of this
chapter, a groundbreaking flux-based multiplexing technique has been presented, showcas-
ing an exceptional accuracy ranging from 80% to 95%. The spectral demixing approach
introduces a minimal cross-talk of approximately 5% ([Mau, 2020]). Notably, the rejection
rate within spectral demixing spans 30% to 50% ([Mau, 2020]), while the flux-based multi-
plexing approach yields rejection rates of 25% for DNA-PAINT and a substantial 75% for
STORM fluorescent probes due to its short ON times. This underscores the remarkable
performance of the fluorescence flux-based demixing technique, particularly for molecules
with comparable absorption-emission spectra, a challenge unresolved by state-of-the-art
techniques such as spectral demixing. Consequently, a groundbreaking avenue emerges
for multiplexing employing a singular excitation laser and a single detection channel. Ad-
ditionally, this technique facilitates the selection of less phototoxic fluorophores in the
red domain (emission in red). Its efficacy has been successfully demonstrated as a stan-
dalone method in both DNA-PAINT and STORM, serving as a valuable augmentation to
existing multiplexing methodologies by introducing an additional parameter for the disen-
tanglement and classification of diverse species of fluorescent probes. Thus, Chapter–3 of
the thesis proposes and demonstrates a new flux-based multiplexing technique for super
resolution imaging.

New flux-based multiplexing technique demonstrated here, unlike standard multiplexing
methods, has many advantages. Here we briefly indicate few of them. New technique does
not require sequential acquisition of the fluorescence signal, targeting one species at a
time. Also, in the new technique as the imaging is simultaneous for both species, it
prevents drifts and noises. Flux-based method does not require multiple excitation lasers,
additional filters, moreover, spectrally overlapping fluorophores could be used for labelling
(as long as two species have distinct emission fluxes). Hence proposed new technique is less
cumbersome and relatively inexpensive. Flux-based demixing can be used as a standalone
technique or combined with a spectral demixing approach to enhance the identification of
species by adding one more dimension to the analysis.

The second part of the thesis focuses on novel approaches to perform fluorescence life-
time imaging (FLIM) based on the emitted flux. Fluorescence lifetime is also characteristic
feature of a species. Based on which we have proposed demonstrated to use saturation
flux dynamics as a device for multiplexing in imaging application. Conventionally, lifetime
measuring apparatus uses femtosecond pulsed lasers combined with fast monodetectors to
achieve the time resolution needed in the nanosecond and sub-nanosecond range. Imple-
menting conventional lifetime apparatus for imaging as a technique for multiplexing and
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demixing is not practical. Keeping this factor in mind, we in the thesis proposed flux-
based strategies to avoid the need of using fast and expensive lasers monodetectors. In
the saturation regime, the emitted flux from a fluorophore is linked to the fluorescence
lifetime.

Introduction and theoretical background for the FLIM is presented in Chapter–4. In the
Chapter-5, a novel method is presented that uses continuous laser for studying saturation
flux dynamics of a fluorophore. Through which we demonstrate how to distinguish two
species of fluorophores. Initially a Monte Carlo simulation-based analysis is carried out
to show how fluorescence lifetime impacts saturation emission-flux of a fluorophore (refer
Figure 5.7). Simulation is done along with certain noise level arising due to collection
and illumination systems used for imaging a nano-bead containing fluorophore species.
This exercise clearly indicates the possibility of distinguishing fluorophores based on their
saturation emission flux, which is a proxy for their lifetime. An experimental setup was
built as shown in the schematic diagram (refer Figure 5.12), which has capability to illu-
minate a nano-bead having a fluorescein species to excite the molecule. Illumination from
the excitation laser is gated in the microsecond range using simple acousto-optic modula-
tor. Both illumination intensity and the fluorescein intensity emitted by the nano-bead is
recorded. During a single gated light-pulse, for a given illumination intensity, fluorescence
lifetime determines maximum number of fluorescence absorption-emission cycles it can go
through. Number of emission cycle thus determines the emission flux. The variation of
the detected signal as a function of the excitation power, when increased gradually up
to emission saturation enable us to characterize fluorescence lifetime. Hence, using this
approach we show (refer Figure 5.35) for two nano-beads having different species of fluo-
rophores (F8800 and ATTO 565), saturation dynamics is distinct. The exponent that fits
the variation of excitation intensity with corresponding emission flux is extracted by curve
fitting. We show that the exponent, b obtained by this method is distinct (see Figures 5.36
and 5.37) and using value of “b”, we can distinctly label these two fluorophores with 95 %
confidence (see Figure 5.37). Even the rate of change of emission-flux, with excitation in
the lower-rage of excitation intensity, is remarkably different for these two fluorophores.
Hence, one may use this to distinguish them, that could circumvent problems associated
with photo-bleaching. The configuration presented in this chapter uses continuous laser,
setup is relatively simple and inexpensive, still successful in distinguishing fluorophores
with 95 % confidence. Which makes this as a promising method for multiplexing for super
resolution imaging.

Finally, we have presented another alternative approach to FLIM, by focusing on the
traditional setup with a pulsed laser but using the integrated flux of two pulses - DPFLIM
(Double Pulse Fluorescence Lifetime Imaging). Here, first we mathematically connect the
ratio between the integrated intensities of two consecutive pulses (with a tuneable delay),
along with a single pulse to the lifetime of a fluorophore. The theory and experimental
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setup of the technique have been explained. Delay between the two pulses in this method
is achieved by splitting the light pulse along two paths, and introducing the delay by
having an additional path-length (of 30 cm per nanosecond) in the second path. Further
development of this method into a device for microscopy and multiplexing, is successfully
pursued in our group with collaboration of a PhD student, Mr. Laurent Le at ISMO, Paris
Saclay.

Thus, the thesis presents a detailed introduction to super resolution imaging, along with
the need for multiplexing for biological imaging. Thesis proposes and demonstrates using
fluorescence flux as a method to distinguish fluorophores that can be used independently
or along with an existing method (such as spectral demixing) to distinguish fluorophores.
In the second approach, thesis proposes and demonstrates fluorescence lifetime as a tool to
be used for multiplexing. Under this approach, we have proposed and demonstrated two
methods one using continuous laser (with gating) and other using pulsed laser (along with
varying delay between two pulses) for distinguishing fluorophores based on their lifetimes.

2 Work in Progress

In Chapter 6 we saw that the DPFLIM setup was being upgraded to have better focus
and more energy to make lifetime characterisations. Also in continuation with Chapter
5, there have been improvements in the experimental system with regards to further au-
tomation.The results presented in Chpater 5 are from the experimental setup which is
automated with the rotating variable density filter for modulation of laser power. The
system is further augmented with a second AOM (Figure 7.16) for having a faster con-
trol over the power variation and reducing the noise especially under low light excitation
condition as shown in the Figure 7.17.
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Figure 7.16: Setup with two AOMs. Green indicates the beam path. D1, D2 and D3 are
the diaphragms and PD is the photodetector.
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Figure 7.17: Left: Normalised values of excitation and fluorescence signal with 50 data
points in one cycle. Right: plot of fluorescence vs excitation for the same dataset, illus-
trates reduction in noise and increase in rapidity of data collection nearly 100 fold.

3 Outlooks

New flux-based multiplexing has been demonstrated here to distinguish two different
proteins, but could be further extended to three proteins. Local analysis developed within
this work to discriminate between species, will also play a major role. Since this technique
can give information based on the changes in the local environment. Interestingly so far in
this area, multiplexing in SMLM has not been presented in combination with a 3D imaging
strategy. Since flux dependence axially has been demonstrated, combining this with mul-
tiplexing would give z-localisation as well. Flux-based multiplexing can be implemented
with conventionally used technique such as PSF engineering but also in combination with
supercritical angle (evanescence emission) axial nano-ruler for z-localization. In particular
in this last case, SAF information being retrieved by using two cameras to compare under-
critical and supercritical emission, introducing a conventional spectral demixing strategy
would rather complicate the optical implementation to create four different channels (un-
der critical for multiplexing-two channels and supercritical for z-localization-two chan-
nels). Flux-based demixing can directly exploit the acquired information. Outlook of this
project would involve extending to multiple excitation sources (tuning the flux indepen-
dently) with many excitation wavelengths and combining this technique with measurement
of other parameters such as z-localization. And importantly, to explore the correlation
between species category and spatial configuration. Since molecules that are closer in a
certain morphological and spatial structure are more likely to be of the same species, this
component can be used to augment the de-mixing process as an added parameter. This
would work best for targets that are morphologically distinct such as Clathrin and Tubu-
lin. And finally using these sets of raw images and post classified images using flux-based
demixing to develop machine learning based algorithms to automate the process and make
predictions on the category of the fluorescent probe in a guven sample.
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The new FLIM implementation developed here based on the CW laser, is promising
and will be associated with a scanning system to allow imaging on a larger field of view.
We also plan to apply it soon on biological samples with known lifetime. This development
is driven to offer an original combination between SMLM and lifetime measurements, we
will perform these measurements on recently developed fluorescent probes which can blink
in living cells while also reporting on their local environment.
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MOTS CLÉS
Super-résolution, Microscopie, Multiplexage, Flux, SMLM, FLIM, Saturation

RÉSUMÉ
La microscopie de fluorescence super-résolue par localisation de molécules uniques appelée Single Molecule Locali-
sation Microscopy (SMLM) offre une sensibilité compatible avec l’émission d’un émetteur individuel et une résolution
de l’ordre de dizaines de nanomètres. La SMLM s’impose actuellement comme un outil important pour identifier les
assemblages moléculaires au sein d’une cellule. Dans ce contexte, le multiplexage, c’est-à-dire l’imagerie simultanée
de plusieurs émetteurs fluorescents permettant de révéler différentes biomolécules, reste un défi à relever. Dans cette
thèse, les caractéristiques de fluorescence des émetteurs, telles que le flux, sont utilisées comme une nouvelle source
de contraste pour imager différentes protéines, et permet également de venir améliorer des approches de demixage
basées sur les propriétés spectrales des fluoropphores. La deuxième propriété, la durée de vie de fluorescence, est
utilisée pour concevoir de nouvelles approches pour l’imagerie de fluorescence résolue en temps FLIM. Généralement,
l’identification de différentes protéines est basée sur une méthode d’acquisition séquentielle de fluorophores ayant des
spectres d’émission suffisamment différents. Ces méthodes présentent différents inconvénieents comme l’utilisation cou-
teuse de plusieurs lasers, en fonction des gammes de longueur d’onde utilisées l’imapct des aberrations chromatiques
peut entrainer des biais de mesures importants, de plus la vitesse d’acquisition est nécéssairement impactée par la né-
cessité des acquisitions successives. Dans la première partie de cette thèse, une nouvelle stratégie de démixage est
présentée, basée sur le flux de fluorescence d’un fluorophore. Lorsque des facteurs tels que l’illumination, l’efficacité
de la collection et son environnement chimique local sont contrôlés, le flux détecté dépend du type d’émetteur du fluo-
rophore, et peut être utilisé pour distinguer différentes espèces. Comme cette technique est indépendante des spectres
d’émission, elle peut être appliquée à des fluorophores dont les spectres sont très proches, et peut être mise en œu-
vre avec un système de microscopie SMLM monocameéra standard SMLM sans nécéssité de matériel supplémentaire.
De plus, cette approche peut également permettre d’améliorer l’efficacité du démixage dans un système de spectral
demixing conventionnel. La deuxième partie de la thèse se concentre sur de nouvelles approches pour la microscopie
de fluorescence résolue en temps Fluorescence Lifetime Imaging Microscopy (FLIM) basé sur le flux émis. Nous pro-
posons deux nouvelles stratégies basées sur le flux dans lesquelles il n’est pas nécessaire d’utiliser un laser pulsé ou
un système de détection rapide et coûteux. Dans le régime de saturation d’un fluorophore, le flux émis dépend de la
durée de vie de la fluorescence. Cela peut être utilisé pour estimer les durées de vie et pour distinguer deux émetteurs
fluoroscents. Dans la première configuration, on utilise un laser continu déclenché pendant des portes dans la gamme
des microsecondes afin de saturer le fluorophore. À saturation, le flux détecté dépend du nombre maximal de cycles
d’absorption-émission de fluorescence et donc de la durée de vie de la fluorescence. La variation du signal détecté en
fonction de l’excitation jusqu’à la saturation nous permet de retrouver la durée de vie de fluorescence. Comme preuve
de concept, nous avons pu distinguer deux types de billes fluorescentes incorporant deux fluorophores de durée de vie
différentes. La deuxième configuration implique l’utilisation d’un laser pulsé avec une ligne à retard optique pour contrôler
le délai entre deux impulsions successives. A saturation, en raison de l’anti-bunching, le signal détecté intégré sur une
série donnée de doubles impulsions dépend du retard entre ces impulsions. La durée de vie de la fluorescence peut être
extraite à partir d’acquisitions de signaux avec un retard variable. La théorie de cette technique et la configuration du
montage sont présentées dans cette thèse.

ABSTRACT
Single Molecule Localization Microscopy Single Molecule Localisation Microscopy (SMLM) is a one of the super-
resolution fluorescence microscopy, it exhibits a sensitivity down to an individual emitter and offers a resolution in the
order of tens of nanometers. SMLM is central in unravelling molecular assemblies and molecular dynamics within a cell.
In this context multiplexing which is the imaging of multiple fluorophore emitters simultaneously via labelling of various
types of bio-molecules is still a challenge and is highly desirable. In this thesis fluorescence characteristics of fluorophore
emitters such as flux is presented as a novel technique for multiplexing but also improved approach for spectral demixing,
and the second property being lifetime is used to design new techniques theoretically and experimentally for Fluorescence
Lifetime Imaging FLIM. Multiplexing and demixing is either based on a method of sequential acquisition of targeted fluo-
rophores or with fluorophores having sufficiently different spectra. These methods are expensive setups due to multiple
laser, prone to chromatic aberrations and slow in terms of acquisition. In the first part of this thesis, a novel demixing
strategy is presented based on fluorescence-flux of a fluorophore. When factors such as illumination, collection efficiency
and its local chemical environment are controlled, detected flux depends on the type of fluorophore emitter, and can be
used to distinguish different species and perform simultaneous demixing. As the technique is independent of emission
spectra, this technique can be applied to spectrally overlapping fluorophores, and can be implemented with standard
SMLM monocamera system with no additional hardware. This can also further enhance the efficiency of demixing in a
conventional spectral demixing system. The second part of the thesis focuses on novel approaches to perform Fluores-
cence Lifetime Imaging Microscopy (FLIM) based on the emitted flux. We propose two new flux-based strategies in which
one does not require a pulsed laser or a fast and expensive detection systems. In the saturation regime of a fluorophore,
emitted flux depends on fluorescence lifetime. This can be used to estimate lifetimes and to distinguish two fluorophore
emitters. In the first configuration, a continuous wave laser gated in the microsecond range is used that can saturate
the fluorophore. At saturation the detected flux depends on the maximum number of fluorescence absorption-emission
cycles and hence on the fluorescence lifetime. The variation of the detected signal as a function of the excitation up to
saturation enables us to retrieve the fluorescence lifetime. As a proof of concept, we distinguish two types of fluorophore
beads with this configuration. The second configuration involves the use of a pulsed laser with an optical delay line to
control the time delay between two successive pulses. At saturation, due to anti-bunching, detected signal integrated over
a given series of double pulses depends on the delay. The fluorescence lifetime can be retrieved from signal acquisitions
with a varying delay. The theory for this technique and the configuration of the setup are presented in this thesis.
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