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Abstract
Long wave infrared (LWIR) radiation between 7-14 µm allows passive imaging and is the finger-
print region for spectroscopy. Infrared (IR) imaging has wide-ranging applications in thermogra-
phy, airborne atmospheric sensing, fault detection, and non-invasive medical testing. However,
existing cameras are only sensitive to the amplitude, but not to the phase of IR radiation. The
technique of speckle imaging enables the detection of phase or intensity through complex scat-
tering media - at visible and IR wavelengths. We have developed a novel broadband LWIR
speckle imaging configuration for wavefront sensing, utilizing a thin diffusive medium and an
uncooled microbolometric camera. Taking advantage of the large angular memory effect of the
diffuser, deformations in the speckle image can be ascribed to local variations in the phase of
the impinging wavefront. The spatial shifts of the speckle grains in the images are registered
using a rapid diffeomorphic image registration algorithm, generating a high-resolution mapping
of the local phase gradients. The local phase gradients are then integrated in 2-D to reconstruct
the wavefront profile. We have successfully demonstrated thermal wavefront reconstruction us-
ing LWIR speckle imaging in infrared optical samples, ranging from optical lenses to fabricated
complex phase samples. The experimental setup and technique are characterized, keeping in
mind its utility for promising future applications in imaging through visually non-transparent
media like semiconductor wafers, engineered nano-electronic surfaces, and infrared optics.

Keywords: Phase imaging, Infrared imaging, Wavefront sensing, Complex media
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Résumé
Le rayonnement infrarouge à ondes longues (LWIR), entre 7 et 14 µm, permet l’imagerie passive
et constitue une gamme spectrale cruciale pour la spectroscopie. L’imagerie infrarouge (IR) a
de nombreuses applications dans les domaines de la thermographie, de la détection aérienne et
atmosphérique, de la détection des défauts et des tests médicaux non invasifs. Les motifs de
tavelures, ou "speckle", permettent de détecter la phase ou l’intensité en utilisant des milieux
diffusants complexes - aux longueurs d’onde visibles et infrarouges. Nous avons mis au point une
nouvelle configuration d’imagerie du front d’onde, en utilisant un milieu diffusif mince et une
caméra microbolométrique non refroidie travaillant dans la gamme LWIR. En exploitant le fort
effet mémoire de diffuseurs minces, les déformations locales de la figure de speckle permettent
de remonter à une information quantitative sur les gradients locaux de la phase optique. Ceux-
ci sont ensuite intégrés en deux dimensions pour reconstruire le profil du front d’onde. Nous
avons démontré avec succès la reconstruction d’un front d’onde LWIR dans des échantillons
optiques infrarouges, allant de lentilles optiques et jusqu’à des échantillons de phase complexes.
Le dispositif expérimental et la technique sont caractérisés, en gardant à l’esprit leur utilité
pour des applications futures prometteuses dans l’imagerie à travers des milieux visuellement
non transparents tels que les semi-conducteurs, les surfaces nano-électroniques et les optiques
pour l’infrarouge.

Mots clés : Imagerie de phase, Imagerie infrarouge, Imagerie de front d’onde, Milieux complexes
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1.0.2 Long wave infrared (LWIR) radiation . . . . . . . . . . . . . . 3

1.0.3 Infrared imaging using complex media . . . . . . . . . . . . . 4

1.0.4 Infrared wavefront sensing . . . . . . . . . . . . . . . . . . . . 6

1.0.5 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Our universe is made up primarily of matter and energy. It is therefore useful for us to
be able to detect matter and energy in its different forms. The human eye can detect en-
ergy, as photons, in only a very limited range of the entire electromagnetic (EM) spectrum,
with photon wavelengths ranging from approximately 400 to 700 nanometers, which is
consequently known as the visible range of the electromagnetic spectrum. A lot of physi-
cal phenomena produce photons that cannot be seen by the human eye, and it is therefore
important to create instruments that can detect such photons. All objects with a temper-
ature above absolute zero Kelvin (0 K) emit thermal radiation, which emerges from the
conversion of the kinetic energy of motion of its constituent charged particles into elec-
tromagnetic energy. The wavelength region of photons involved in thermal radiation, i.e.
heat transfer, corresponds to the infrared region of the electromagnetic spectrum, for bodies
whose temperature is between room temperature (∼ 300 K) and 3000 K approximately.
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Figure 1.1: The entire electromagnetic spectrum [1].

1.0.1 Infrared (IR) radiation

The infrared region of the EM spectrum lies between the visible region and the radiowave
region, between the wavelengths 700 nm - 1 mm. There are further sub-divisions in the
infrared band, with some key applications in those ranges listed below:

1. Near infrared (NIR) - 0.75–1.4 µm: corresponding to the transition from the visible
to the infrared and leading up to the first local maxima of water absorption in the
infrared, with applications in low attenuation silica-based fibre optic telecommuni-
cations, night vision devices, pulse oximetry, and NIR spectroscopy [2].

2. Short wavelength infrared (SWIR) - 1.4-3 µm: leads to a peak in water absorption,
and is the dominant window for long-distance fiber-optic telecommunications. At
this range, indium gallium arsenide (InGaAs) detectors and mercury cadmium tel-
luride (MCT / Hg1-xCdxTe) cryogenically cooled detectors work.

3. Mid wavelength infrared (MWIR) - 3-7 µm: a part of this range falls in the at-
mospheric transmittance window (as shown in Figure 1.2) and is used for passive
heat-seeking technology in aerospace applications. Indium antimonide (InSb), lead
selenide (PbSe) and MCT detectors work in this range.

4. Long wavelength infrared (LWIR) - 7-14 µm: the infrared region where passive
thermal imaging of objects near room temperature works best, as well as aerospace
applications and spectroscopy (as discussed in further detail in Section 1.0.2), being
facilitated by MCT detectors [3] as well as microbolometers (which we use in our
experimental setup, and are discussed in greater detail in Section 3.4.2).

5. Far infrared (FIR) - 14-1000 µm: useful for passive human detection, therapeutic
medicine, and in infrared astronomy for detecting galactic signatures.
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Different sub-regions of the infrared are useful for various applications like thermogra-
phy (heat profiling), thermophotovoltaic conversion and the spectroscopic identification of
chemical compounds.

1.0.2 Long wave infrared (LWIR) radiation

The long wavelength infrared (LWIR) region from 7-14 µm is known as the "thermal in-
frared" region, since photons emanating from room temperature thermal radiation lie in this
region. Sensors in this range can obtain a completely passive image of objects - like the
human body with an average body temperature of about 37 ◦C - based on thermal emissions
only and requiring no external illumination, which makes this wavelength range particu-
larly conducive for thermal imaging [4]. The LWIR also coincides with a region of the
earth’s atmosphere’s transmittance window, as shown in Figure 1.2. The overlap with the
transmittance window of the earth’s atmosphere makes the LWIR useful for atmospheric
and space applications [5] as well. A lot of chemical compounds and molecules also emit
or absorb infrared radiation when transitioning between their vibrational-rotational states,
which are excited when there is a change in the dipole moment of the molecules. Nu-
merous molecules have their rotational-vibrational energy states in the LWIR, and LWIR
spectroscopy can be utilised to precisely detect specific molecules, due to which the LWIR
is also christened as the IR spectroscopy fingerprint region [6], as well as being a use-
ful wavelength range to study these specific rotational and vibrational energy states of the
molecules.

Figure 1.2: Atmospheric transmittance [7]
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One of the broad applications of long wave infrared radiation is thermography or thermal
imaging, which is the detection of LWIR radiation emitted by objects and the surroundings
to create pseudo-colour images. LWIR thermography is widely used in scientific, indus-
trial, defense and medical applications [8], due to the novel thermal image information ob-
tained in the process, and the ability to track changes in different systems from the variation
in their heat signatures. Infrared thermography is used for face recognition [9], building
diagnostics[10], livestock monitoring [11], non-invasive beehive population analysis [12],
passive three dimensional (3D) object detection [13], non-invasive studies of thermal phys-
iology [14] - like peripheral blood flow measurements, respiratory physiological probing,
and the detection of skin cancer [15] and breast cancer [16], functional brain imaging [17],
mammal tracking in ecological research [18], non-destructive testing [19], studying ther-
mal landscape dynamics [20], food safety assessment [21], and traffic management [22],
among others.

LWIR radiation is also important in developing novel strategies for tackling climate change
[23] by engineering thermal radiation that can exit through the Earth’s atmosphere like in
daylight radiative cooling [24] and energy harvesting antenna designs [25]. Thermal in-
frared remote sensing for mineral exploration [26], LWIR hyperspectral imaging [27] - for
airborne landmine detection [28], chemical agent detection [29], gas-phase remote sensing
of chemical clouds [30], LWIR free-space optical communications [31], development of
LWIR transmitting optical fibres [32], infrared heat-seeking in aerospace applications [33],
infrared deicing systems [34], LWIR cameras in space climatology [35], infrared astron-
omy [36], space applications [37], and infrared reflectography in art analysis [38] are other
domains in the vast repertoire of LWIR applications.

1.0.3 Infrared imaging using complex media

In addition to the utility of longwave infrared radiation in investigating phenomenon that
is uniquely in the LWIR spectral domain, it also allows the examination of processes or
materials with unique signatures that extend beyond the visible regime, either as comple-
mentary to visible light inspection [39] or as alternative standalone examinations in the
LWIR wavelength range, as shown in Figure 1.3. Recently, beyond these advantages, the
idea of thermal inspection through obstacles like scattering media or in a non-line-of-sight
light propagation context has taken shape [40]. While imaging through scattering media
has been demonstrated in the visible spectrum extensively, it is completely novel in the
LWIR and has not been done before. Thermal imaging through complex media extends the
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imaging capability in the LWIR beyond conventional ballistic light propagation, i.e. where
light travels between the scene object and the detector without any significant impediment
even when passing through a scattering medium. It allows imaging through obstacles like
scattering media to probe deeper into materials, and to look around corners when the ob-
ject and detector are not in a straight optical path. This promises new applications, that
were hitherto not possible, ranging from the ability to look through obstacles and around
corners for rescue and emergency services, material analysis in physically constrained en-
vironments, autonomous navigation, among others. The LWIR is favourable for thermal
imaging through scattering media due to the ability to carry out passive imaging from ob-
jects which behave as thermal sources themselves, and due to lesser scattering at relatively
larger LWIR wavelengths compared to visible wavelengths.

Figure 1.3: Long wave infrared Thermography enables us to detect LWIR radiation that
is not captured by visible cameras, while imaging in both wavelength regions can create
complementary visual information. In (a), we see a visible-light camera image of a human
being behind a plastic bag, while the same person when imaged in the LWIR in (d) be-
comes visible due to the plastic bag being translucent in the LWIR. Additionally, we can
gather a heat profile of the person’s body and clothing. By contrasting (b) which shows a
monochrome visible-light image of a building and the sky, and (e) which shows an LWIR
pseudo-color image of the same surroundings, it is evident that glass has different optical
properties in the visible (where it is transparent) and in the LWIR (where it is strongly
emissive), and also that the thermogram (heat map) of a building and the sky can provide
alternate visual information about the surroundings. (c) shows a thermogram of a laptop
where the upper portion of the screen is much cooler than the lower portion which con-
tains the central processing unit (CPU). (f) shows an LWIR image of foliage which is quite
dissimilar from one in the visible.
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1.0.4 Infrared wavefront sensing

Thermal radiation provides a way to investigate thermal sources, while the development
of tailored unconventional thermal sources [41] enable the altering of thermal emission for
innovative applications like creating more energy efficient materials [24]. Thermal sources,
with no particular surface structuration, are typically broadband with low spatial and tem-
poral coherence, thus radiating near-isotropically over a broad angular range and spectrum.
Surface structuration on polar and plasmonic materials using gratings have been success-
fully developed to control and alter the emitted thermal radiation [42] [43]. Recently, meta-
surfaces composed of sub-wavelength Metal-Insulator-Metal (MIM) resonators of various
geometries have enabled spatial and spectral control of infrared radiation [44] as well as
their characterization [45]. These atypical thermal sources thus necessitate the need to
characterize the infrared emitters themselves. In the visible and in the infrared, detectors
are usually sensitive to the intensity and not to the phase. Our specific interest lies in carry-
ing out phase imaging and / or wavefront sensing in the LWIR for reconstructing thermal
wavefronts, which can be used in investigating the thermal emission from IR nano-antennas
in the far field and other applications.

To carry out thermal wavefront sensing, it is necessary to encode the phase of the IR radia-
tion in an intensity pattern since it cannot be directly measured by a camera. IR holography
[46] is a possible technique, but the difficulty of sourcing optical components in the IR
and its careful alignment demand an alternative approach. We take inspiration from wave-
front sensing developed in the visible region of the electromagnetic spectrum [47], and the
growing field of wavefront shaping in complex media in the visible region as well (see
[48] for a detailed review). Visible wavefront sensors map the local wavevectors directly
onto a two-dimensional image to obtain a phase map [49]. Self-referenced techniques for
wavefront sensing utilize an optical mask placed before the camera that encodes the phase
in an intensity image through speckle patterns [50], where small deformations due to local
phase gradients allow the reconstruction of the incident wavefront with high fidelity [51].

Thesis Objective: Our objective in this thesis is to develop a speckle-based wave-
front imaging system in the LWIR that can function using non-transparent media
and reconstruct thermal wavefronts by carrying out LWIR phase imaging through
scattering media. By utilizing the theoretical techniques and experimental tools
developed in the visible region of the EM spectrum, we seek to adapt to the LWIR
spectrum, towards building a wavefront sensing imaging modality in a complemen-
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tary region of the EM spectrum that was hitherto inaccessible to thermal imaging.
This is a topic that has fundamental relevance in infrared optics, along with numer-
ous potential applications.

1.0.5 Thesis outline

This thesis is arranged into 5 chapters. Chapter 1 presents a brief overview of long wave
infrared radiation and its applications, introduces the background of imaging through com-
plex media and wavefront sensing, and describes the objective of the thesis - to develop
an LWIR speckle imaging technique based wavefront sensor. In Chapter 2, an overview of
current phase imaging techniques in the visible and LWIR spectral regions is presented, fol-
lowed by a review of the basic theoretical concepts involved in the description of speckles -
which forms the basis of our experiments - and a summary of some of the key developments
in speckle imaging in other wavelength regions that have built the foundations necessary
for our LWIR speckle imaging technique. In Chapter 3, we discuss the development of our
novel experimental setup for LWIR speckle imaging, and review the design considerations
of the key components of the setup which needed to be adapted for their operation in the
LWIR. In Chapter 4, we describe the methodology for wavefront reconstruction using our
LWIR speckle imaging technique, present the key results in thermal wavefront sensing,
and discuss some of the challenges in LWIR speckle imaging. Chapter 5 concludes the
thesis with a global summary of the work in this thesis, a brief glance at the applications of
our LWIR wavefront sensing technique, as well as a report on the future prospects of the
work presented in this thesis. References are listed at the end of the thesis in a complete
bibliography.
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Chapter 2

Speckle imaging for wavefront sensing

Contents
2.1 Phase imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 Holography & interferometry . . . . . . . . . . . . . . . . . . 11

2.1.2 Digital holography . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.3 Wavefront sensing . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.4 Imaging with complex media . . . . . . . . . . . . . . . . . . . 19

2.1.5 Infrared phase imaging . . . . . . . . . . . . . . . . . . . . . . 28

2.2 Speckles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.1 Speckle as random walk . . . . . . . . . . . . . . . . . . . . . 31

2.2.2 Speckle parameters . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

An electromagnetic wave - like a light wave - is a periodic wave that can be described in
terms of its intensity (or amplitude, whose square is the intensity) and phase. While the
intensity is a measure of the average energy transferred per unit time and per unit area in
a plane perpendicular to the direction of propagation of the wave, the phase signifies the
fractional position in a full cycle of the oscillating wave at a given time. The electric field
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for a time-varying wave can be written as:

E(t) ∝ Re{
√
I(t)e[i(ω0t−φ(t))]} (2.1)

where, I(t) is the intensity and φ(t) is the phase of the wave. The temporal derivative of
the phase gives access to the instantaneous frequency of the wave. The phase information
of a wave is information complementary to the intensity information. However, classical
detectors like photodiodes and cameras are only sensitive to the intensity, and totally blind
to the phase. An important and relevant part of the optical information is therefore lost.
The ability to measure the relative phase of a wave gives rise to numerous applications in
phase imaging, which are not possible only by using intensity information.

A locus of points in space that have an equal optical phase is known as a wavefront. Ev-
ery point on a wavefront, therefore, has the same phase. Figure 2.1 shows plane wavefronts
which are generated by a plane wave propagating perpendicular to the constant-phase wave-
front surfaces. A wave’s phase variability is quantified by coherence. Temporal coherence
is a measure of the degree of systematic and predictable evolution of the phase over time,
while spatial coherence quantifies the correlation between the phases at different points
in space. Light propagation inside a medium introduces optical phase delays which are
proportional to the distance of propagation, with the constant of proportionality being the
wavenumber - that is related to the refractive index. Most optical elements introduce some
kind of phase change to a light beam, like a spherical lens producing a curved wavefront
depending on the convergence or divergence of the lens used. While wavefront distortions
can sometimes be a problem, they can also be utilized to detect phase variations as we shall
see in the following sections.

2.1 Phase imaging

We have seen above that a light wave can be expressed in terms of its intensity and phase.
This implies that a light beam can be altered by changing a combination of these two pa-
rameters, independently of each other. Biological objects like single cells and thin tissue
slices [52], optical components like conventional lenses and more recently developed met-
alenses [53] [54], materials such as nanoparticles and polymer filaments [55], or any object
with a refractive index differing from that of its environment are phase objects, i.e. ob-
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Figure 2.1: The wavefronts (marked red) of a plane wave (represented by the blue curve)
are also planes, perpendicular to the direction of propagation of the wave (marked in black).

jects that significantly affect the phase of the incident electric field but not necessarily its
amplitude, at least in the visible part of the electromagnetic spectrum. Here, we consider
that absorption is not the primary phenomenon of light modulation that is experienced by
an incident beam when passing through typical phase objects. In most cases, such phase
samples are usually only weakly scattering, thereby necessitating the measurement of the
phase shifts by imaging to identify such structures in an intrinsically low contrast intensity
imaging mechanism. However, since the phase of a light wave cannot be directly measured
by a camera whose pixels are only sensitive to the intensity, it needs to be encoded in an in-
tensity pattern for imaging purposes. The development of different techniques to optimally
perform these measurements of phase differences forms the core of the field of phase imag-
ing. The various techniques and their improvements in imaging phase contrast is briefly
reviewed below. Readers interested in more details can refer to G. Popescu’s cogent review
of quantitative phase imaging techniques, which focuses on the predominant visible region
of the EM spectrum where such state-of-the-art methods have been developed [56]. We
shall first look at the state-of-the-art techniques for phase imaging in the visible region of
the EM spectrum, where extensive work has been carried out first in its historical evolu-
tion, and then look at the state-of-the-art methodologies for phase imaging specifically in
the infrared in Section 2.1.5. Finally, we will delve into the underlying theory of speckles
in Section 2.2 in order to gain a basic understanding of speckle physics.

From the development of the precursors of modern light microscopes in the 17th century
by inventors like Cornelis Drebbel and Galileo Galilei [57] to the first visual inspection of
cells under a microscope by Robert Hooke [58] and the study of micro-organisms using an
improved high-magnification (upto 300x) single lens microscope by Antonie van Leeuwen-
hoek [59], the field of microscopy has continually expanded to revolutionize science itself,
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by providing innovative means to probe the physical world optically. Over the course of
microscopy’s developments, the key focus has been to improve the resolution and the con-
trast of microscope images [60]. While Ernst Abbe proposed a theoretical resolution limit
of microscopes in 1873 to be close to half the wavelength of light [61], newly developed
far-field fluorescence microscopy techniques like stimulated emission depletion (STED)
microscopy [62], photo-activated localization microscopy (PALM) [63], stochastic optical
reconstruction microscopy (STORM) [64] have pushed this limit greatly. Novel methods
like non-linear structured illumination microscopy have alluded to theoretically unlimited
resolution [65], and the use of near-field techniques have broken the diffraction barrier as
well [66]. The usage of contrast agents like dyes [67] and gene expressing markers like the
green fluoroscent protein [68] have also aided optical contrast enhancement in microscopy
even as they require treatment of the sample itself. Deep-tissue imaging techniques like
confocal microscopy [69] [70] and full-field optical coherence tomography (FF-OCT) [71]
have also enhanced microscopy contrast. Most of these techniques have been developed in
the visible region of the EM spectrum. However, in the infrared, microscopy applications
are very limited, mainly because of the strong limitations on resolution (owing to diffrac-
tion), but also due to instrumental limitations (lenses and detectors are scarce and more
expensive in the infrared) and inherent limitations of the infrared spectrum (like absorption
of infrared in water limiting biological applications).

2.1.1 Holography & interferometry

The consideration of image formation as an interference problem [72] enabled novel im-
provements in imaging contrast using interferometry, leading to the development of phase
contrast microscopy by Frits Zernike [73] [74], where the phase information is coupled to
the intensity information in the phase contrast image, and gives access to the phase infor-
mation without manipulating the sample itself. When treating imaging as an interference
phenomenon, the scattered and incident electric fields are considered as the object wave
and the reference wave in an interferometric setup, respectively [75]. The total electric
field, U(x, y), can be written as:

U(x, y) = |U | eiφ(x,y) ≈ |U | [1 + iφ(x, y)] (2.2)

where, |U | is the amplitude of the electric field and φ(x, y) is the local phase. When consid-
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ering transparent objects, the term |U |2 carries little information and contrast, but the phase
term can be informative. In phase contrast microscopy, an additional phase shift, usually
π/2, is introduced between the illumination and transmitted or scattered light to enhance
the contrast of the interferogram, which makes them antiphase to each other. The resulting
field of the phase contrast image, Upci(x, y), then becomes:

Upci(x, y) = |U | [1 + i{iφ(x, y)}] ≈ |U | e−φ(x,y) (2.3)

with the additional π/2 phase shift in the resulting field term converting the complex expo-
nential into a real exponential and translating phase modulation into amplitude modulation
in the final image. With an additional attenuation of the incident field’s power to enhance
the scattered field’s contribution, phase contrast microscopes enable the visualization of un-
labelled transparent objects in great detail. However, the non-linear coupling of the phase
in the intensity image has long prevented the quantitative retrieval of the contrast, i.e. the
relative phase between the scattered and unscattered light, with phase contrast remaining
mostly qualitative. The development of holography by Dennis Gabor in 1948 [76] en-
abled the utilization of the interferogram recording - which is generated by the interference
between the primary illuminating (reference) wavefront and the secondary object emitted
wavefront - to access the amplitude and phase information through imaging to record the
light field itself.

The basic principle of holography is based on the diffraction of light by an object and the
interference of this diffracted light beam with the reference beam to create an intensity
image of the interference pattern, known as a hologram which can then be illuminated or
digitally treated to reveal the object [78]. The basic elements of an optical holography
setup, as shown in Figure 2.2, consist of a coherent laser beam that is divided into two
beams - a reference beam and an illumination beam - by means of a beamsplitter. While
the illumination beam interacts with the object and produces an object beam upon transmis-
sion or reflection, the reference beam follows a different path, unhindered by the object and
is therefore entirely known (usually a plane wave). The reference beam and the illumina-
tion beam are then made to intersect each other, thereby producing an interference pattern
which is recorded to produce the hologram. When two plane waves from the same source
superimpose to form a hologram, a diffraction grating is obtained whose fringe spacing is
determined by the wavelength of light and the angle between the two plane waves. Sim-
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Figure 2.2: Basic holography setup - A coherent light beam is split into a reference and il-
lumination beam - which after encountering the object becomes the transmitted or reflected
object beam - that recombine to produce an interference pattern known as a hologram [77].

ilarly, when a spherical wave coming from a point source interferes with a plane wave
incident normally, the resulting hologram is known as a Fresnel zone plate - an interference
pattern of concentric dark and bright fringes. A complex object can be considered as a col-
lection of point sources, and hence an object beam is a sum of waves emerging from point
sources, which interfere with the reference beam, to produce a complex superimposition of
such zone plates, as depicted in Figure 2.3.

To reconstruct the original light wavefronts of the object beam in classical holography,
the recorded hologram, shown in Figure 2.3, needs to be converted into an absorption
and dephasing pattern first. Then, it needs to be illuminated by the original reference
beam, which reproduces the object beam in such a manner that an observer views it as
emerging from a virtual image of the object located at the precise original object location
(with respect to the hologram), as shown in Figure 2.4. Alternatively, a conjugate beam -
where all the light rays are exactly opposite to the reference beam - can be used to illuminate
the back of the hologram to produce a real image of the object at its original location with
respect to the hologram. This real image can be recorded directly, and precludes the need
for a lens to capture an image. Therefore, a hologram is both a record of the interference
between the object beam and the reference beam, as well as being a projection of the object
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Figure 2.3: The formation of a hologram which records the interference pattern between
an object wavefront and a reference wavefront in the case of the object wavefront being (a)
a plane wavefront, (b) a spherical wavefront, and (c) a complex wavefront emanating from
an object like an apple. (Illustration courtesy of G. Tessier)

when illuminated with the reference beam.

Figure 2.4: Reconstruction of the actual object by illuminating a recorded hologram with
the original reference beam which reproduces the object beam and generates wavefronts
that appear to emerge from a virtual object to an observer [79].

Since a hologram represents a recording of the light field information, it can generate differ-
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ent reconstructed images when viewed from different angles, akin to observing the object
in a similar fashion, albeit with the added advantage of being able to do so anytime after
the hologram has been recorded. Holography is also a lens-less recording process, since
the hologram is recorded without the need for any image formation as in a conventional
optical camera or microscope. An additional advantageous feature of holography is that
each point on a hologram contains information from every point in the scene, which means
that a subset of a hologram can also generate scene information unlike a photograph where
a subset of an image does not represent the other parts of the scene outside it.

2.1.2 Digital holography

After the first publications on holography, the field became dormant until the seminal pub-
lication by E. Leith and J. Upatnieks in 1963 demonstrating the first successful laser holo-
gram [80]. This was due in no small part to the development of the laser at that time [81]
[82]. Another significant development was the publication of how holography could be
ingeniously combined with natural color photography by Y. Denisyuk[83]. In 1971, con-
current with the award of the Nobel prize to D. Gabor for holography, the first paper on
digital holography was published [84], which gave rise to the next remarkable phase of
development in the field of holography.

Digital holography is a holographic technique in which a hologram containing the informa-
tion from an object wavefront is recorded digitally and reconstruction of the object wave-
front is also carried out using a computer.The utilisation of digital computers for recon-
structing wave fields led to active research in digital holography, and alongside the devel-
opment of the main ideas, various possibilities of digital holography were tested, like fab-
ricating computer-generated optics for information processing and holographic displays.
However, the development of digital holography was thwarted by the limited computing
technology of that time, and also the lack of optimal digital recording and storage media
for digital holograms. This led to another hiatus in the field of holography, which was re-
vived in the 1990s owing to the advent of fast microprocessors, high-resolution electronic
optical sensors and the fabrication of micro-lenses and mirror arrays. The digital recording
of holograms in real-time and real-time data processing enabled digital holography to be-
come extremely fast and efficient. Digital holography has incorporated optical holography
with information processing using digital computers and is a manifestation of information
optics [85]. Just as the development of the laser led to the first realisation of the princi-
ple of holography, the subsequent development of digital holography was spurred by the
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mass production of powerful computers and the introduction of the fast Fourier transform
algorithm in 1965 by J. Cooley and J. Tukey [86], which is ubiquitous in digital image
processing and is an extremely useful numerical algorithm in many different fields [87].

Beyond the development of the laser and of affordable highly sensitive detector matrices
like EM CCD and s-CMOS cameras that led to the advent and growth of digital holography
from the 1960s [88], key improvements to the holographic technique have been proposed
that have augmented the basic principle of optical holography. The emergence of new
techniques like off-axis holography, pioneered by E. Leith & J. Upatnieks, where the two
beams recombine with an angular tilt between their propagation directions [89], increased
its use in phase microscopy [90]. The off-axis holographic method spatially separated the
twin images found in an in-line configuration, thereby improving reconstruction. The first
steps towards digital holography involved the digitization of optically sampled holograms
and their numerical reconstruction [91]. The direct recording of Fresnel holograms with
charged coupled device (CCD) cameras allowed the direct numerical recording of both the
amplitude and the phase information, and ushered in an era of digital holography where the
holograms were recorded and processed completely digitally, without the need for interme-
diate photographic plate recording [92]. A more detailed treatment on digital holography
can be found in the thesis of S. Suck [93], carried out earlier in our group, where digital
holography is utilized to conduct photothermal studies.

The numerous advantages of digital holography have led to its widespread usage today. The
numeric encoding of the hologram eliminates the need for any photographic processing for
reconstructing the real object. Since the reconstructed wavefront in digital holography is
a complex function, both the intensity and phase can be computed, as opposed to only
the intensity being reconstructed in the case of an optical hologram. It is also possible to
reconstruct from the recorded wavefront, the wavefield at any arbitrary plane located be-
tween the object and the recording plane [94]. Holographic or interferometric techniques
are currently used in phase contrast microscopy [95], for quantitative phase-contrast imag-
ing [96], digital in-line holography for biological applications [97] [98] like dry cell mass
estimation [99], nanoparticle tracking [100] using digital holographic microscopy (DHM)
[101], DHM in the near infrared [102], for 3D electric field reconstruction from a near-
field probe [94], holographic interferometry for radiation dosimetry [103], interferometric
vibration analysis [104], interferometric microscopy [105], holographic data storage [106],
in optical astronomical imaging [107], and for creating visual arts [108]. Digital hologra-
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phy has been utilized for metrology [109], multi-dimensional imaging applications [110],
and multi-modal imaging [111] in addition to promising future avenues of application and
development [112]. In the infrared region of the EM spectrum, digital holography presents
interesting applications for 3D imaging and display [113], owing to the ability to have
shorter recording distances in the infrared, larger field of view, higher system stability
as well as the possibility to investigate materials that are transparent to infrared radiation
[114].

2.1.3 Wavefront sensing

Beyond holography, an alternative approach to carry out phase imaging is wavefront sens-
ing. In wavefront sensing, the distortions in the light wavefront originating from phase
shifts caused by interaction of the incident wavefront with a sample are measured, and
this without the need for a separate reference beam as required in holographic or con-
ventional interferometric techniques. One of the most common wavefront sensors is the
Shack-Hartmann microlens array wavefront sensor [115].

A Shack-Hartmann wavefront sensor consists of a contiguous array of evenly spaced mi-
crolenses, each with the same geometry and focal length, focussed on an image sensor
which is placed in the common focal plane of the microlenses [116]. When the sensor is
uniformly illuminated in such a configuration, as shown in Figure 2.5, the wavefront gra-
dient across a microlens is proportional to the displacement of the focal spot [117]. By
measuring a wavefront having phase distortions with the microlens array, these local focal
spot displacements can then be measured leading to a reconstruction of the entire wavefront
itself [118]. The Shack-Hartmann sensor was proposed by Shack and Platt in 1971 [119],
which improved upon the Hartmann screen developed in 1904 where an array of holes
(apertures) in an opaque optical mask was used to trace individual light rays through a tele-
scope to test its image quality [120]. While the contiguous sampling due to the microlens
array, and the small size and large separation between the focal spots allow a good phase
measurement using the recorded tilts, the Shack-Hartmann sensor is unable to detect sharp
phase discontinuities like steps in the wavefront. The Shack-Hartmann wavefront sensor
has a spatial resolution which is limited by the number of microlenses. Shack-Hartmann
wavefront sensors are used for measuring optical aberrations in the human cornea [121]
[122], in an inverse configuration for user-friendly portable optometry [123], non-invasive
jet flow turbulence analysis [124], in space telescope optics [125], and in adaptive optics
[126] for visible and infrared applications [127].
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The earliest reported technique proposed to increase the resolution in wavefront sensing is
lateral shearing interferometry [128]. In lateral shearing interferometry, the incident field is
divided by a grating into two similar but tilted wavefronts which interfere with each other.
The two wavefronts are generated due to the reflection of the incident beam twice at the
two different interfaces of a tilted slab which introduces a spatial shift (shear). However,
a unidirectional interference is insufficient to reproduce the two-dimensional (2D) phase
information, and later improvements like multiwave interferometry have been successful
in doing so due to the generation of more than one gradient direction [129]. Quadri-wave
lateral shearing interferometry (QWLSI) couples the use of two dimensional (2D) lateral
shearing interferometry technique with a modified Hartmann mask [130] that is used to
generate multiple identical wavefronts that interfere with each other and generate a 2D
interference pattern that can be used to measure phase gradients along perpendicular direc-
tions, and enables the estimation of both intensity and phase [131]. Some of the applica-
tions of these techniques include high speed detection of tumour cell dynamics [132], op-
tical focusing and imaging through biological tissues [133], quantitative phase microscopy
of living cells [134] [135], the development of self-referencing wavefront sensors for in-
situ testing [136], quantifying laser beam divergence [137], thermal imaging using optical
phase analysis [138], the study of micro-bubble generation and water super-heating [139],
enhanced 3D spatial resolution using spatially incoherent illumination [140], temperature
shaping using plasmonic nanoparticle assemblies [141], and the optical characterization of
2D materials [142] and nanoparticles [143].

Wavefront sensing has multiple advantages over conventional interferometric methods to
carry out phase imaging, like higher speed, sensitivity and temporal resolution with less
complex optical setups. [134] The lack of a reference arm in wavefront sensing methods as
compared to double-beam methods ensures better fidelity due to higher tolerance to vibra-
tions and other disturbances. In addition, wavefront sensing does not necessarily require a
highly coherent source as required in holographic techniques. Owing to the acquisition of
single images for wavefront sensing, the temporal resolution can also be higher, but with
a trade-off in having lower spatial resolution as each measured focal spot for the phase
is spread over multiple pixels on the camera sensor. With a magnification in the imag-
ing, though, the phase sampling can be increased while satisfying the Nyquist-Shannon
sampling criterion to effectively improve the resolution.
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Figure 2.5: Shack-Hartmann wavefront sensor schematic: On the left, a plane wavefront
is incident on the Shack-Hartmann microlens array whose focal plane is then populated by
the focal spot of each microlens. On the right, a distorted wavefront (solid line) is incident
on the Shack-Hartmann sensor, which produces displacements of the microlens focal spots
by an amount proportional to the phase tilt of the incoming wavefront (solid line) with
respect to the plane wavefront (dotted line) at each microlens. By measuring the individual
spot displacements from the reference condition, the phase map of the incident distorted
wavefront is then reproduced. (Illustration courtesy of P. Berto)

2.1.4 Imaging with complex media

Since the invention of the maser in 1953 [144], and its later refinement to the laser (Light
Amplification by Stimulated Emission of Radiation) in 1960 [145], there has been an
easily-accessible technique to generate coherent light in a narrow spectral band. However,
spectrally narrow laser light gives rise to significant wavelength dependent interference
patterns which are seen quite clearly when reflected off a diffuse and rough (unpolished)
surface, like a wall [146]. The mutual interference pattern between multiple coherent wave-
fronts generated when coherent light is incident on a disordered material is called a speckle
pattern.

The initial scientific reaction to the observation of speckle patterns was to treat them as
noise [147], and reduce speckles or to improve the signal-to-speckle ratio in applications
where the high coherence of a laser beam was of primary importance [148]. Even as in-
homogeneities in the local refractive index of materials causes strong scattering of light
[149] in various materials of interest for applications [150], studies in holography have
demonstrated that when light is scattered in time-invariant media, the full incident light
field information is not lost irretrievably [151]. The information is scrambled but present in
the disordered speckle patterns [152]. This is due to the high degree of spatial correlation
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in the speckle images that is still preserved after transmission through the thin diffuser,
as seen in the high degree of similarity between the autocorrelation of a speckle pattern
and the autocorrelation of the same object imaged by conventional lenses [50]. The first
ideas of retrieving the interference information encoded in speckle patterns was proposed
in the field of astronomy by A. Labeyrie in 1970 [153]. The seminal theoretical paper
led to the development of speckle interferometry which is still widely used in astronomy.
While techniques like OCT are adept at removing the contributions from multiply scat-
tered waves [154], various other techniques such as those in adaptive optics [155] [156],
and stellar speckle interferometry [157] enable the use of speckles to carry out distortion-
free imaging by retrieving the information from the speckle pattern. Once demonstrated,
the ability to exploit speckle patterns to retrieve the encoded transmission medium or object
information, which would otherwise be lost, was widely adopted in diverse fields.

A speckle pattern can also be observed when coherent light undergoes transmission through
a scattering medium like white printing paper. While the random scattering of light gives
rise to the opaque nature of materials like white paint and paper, repeated and random
scattering and interference in the scattering medium ensures that the incident wavefront is
distorted so strongly that all or nearly all spatial coherence in the initially coherent light
is lost during transmission. The incident coherent light waveform diffuses through the
scattering medium and gives rise to a speckle pattern where spatial correlation on a scale
larger than the wavelength of light is not present. The theory of wave transmission in the
multiple scattering regime through complex disordered material has been developed during
the 1990s, which is reviewed in [48], as well as precursors like time reversal of waves [158]
which later facilitated optical imaging through complex media.

In 2007, I. M. Vellekoop and A. P. Mosk published a pioneering paper reporting their
work on focusing coherent light through strongly scattering opaque media [159]. They
bypassed wavefront correction methods used in adaptive optics, which were inadequate
in controlling the propagation of light due to the complete scrambling of the field during
random diffusive transmission. Instead, they demonstrated the focusing of coherent light
through disordered scattering media - with the focus being about 10 times tighter than the
one observed before scattering [160] [161] - by constructing wavefronts designed to control
the diffusion channels of light through the scattering medium using spatial light modulators
in order to maximize the intensity of one speckle grain [162]. Their method relied on
interference, and it was applicable universally to various scattering media, irrespective of
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their scattering strengths and material composition. Wavefront shaping, as demonstrated by
Vellekoop and Mosk, can be mathematically considered as phase conjugation [163], which
can counteract phase scrambling due to the single scattering of light [164], and has been
implemented for reversing wavefronts in tissue [165].

Figure 2.6: Design of the experiment: (a) A plane wave is focused on a disordered medium,
and a speckle pattern is transmitted. (b) The wavefront of the incident light is shaped so
that scattering makes the light focus at a predefined target [159].

The output characteristics of a wave after transmission through a scattering medium, in
relation to the input characteristics of the wave is completely described by a transmission
matrix. After the first demonstration of the measurement of the transmission matrix by
S. M. Popoff et al. in 2010 [166], where they measured the transmission matrix for an
80 µm ZnO layer deposited on a microscope slide by using a method based on a spa-
tial phase modulator together with a full-field interferometric measurement on a camera,
various techniques for the measurement of the transmission matrix of complex disordered
materials have been proposed [167]. It was also shown that knowing the transmission ma-
trix of a scattering medium enabled its usage in imaging as a lens [168], as first proposed by
Freund [151]. However, the efficient measurement of the transmission matrix is still quite
intractable for most real-life scattering media, and is therefore an active field of research.
In spite of (or due to) this problem, speckle-based information retrieval applications have
been developed, thanks to the ability to reconstruct a majority of the encoded speckle in-
formation through long-range correlations that do not necessarily need the full knowledge
of the precise transmission matrix of the scattering medium.

In 1988, S. Feng et al. theoretically predicted the memory effect for the first time, where
long-range correlations preserve spatial correlation of object information in the final speckle
pattern generated after wave transmission through a complex scattering medium [169]. In
the same year, I. Freund & M. Rosenbluh experimentally demonstrated the memory effect
in a scattering medium [170], leading to subsequent research where complex scattering me-
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dia have been used to retrieve object information from a speckle pattern. Recent work like
the characterization of the chromato-axial memory effect has simplified the manipulation
of light beams for imaging as well as facilitating wavelength tuning while imaging [171].

Figure 2.7: First experimental demonstration of memory effect: Auto-correlation function
and zoomed-in speckle pattern clearly shows tracking of laser beam spot as the incident
laser beam is rotated by (a) 0 ◦ (b) 0.01 ◦ and (c) 0.02 ◦. Speckle pattern (d) is uncorre-
lated to (a), and therefore only shows expected small statistical fluctuations about zero, as
expected for uncorrelated speckle patterns [170].

Based on this, P. Berto et al. in 2017 demonstrated the method of single-shot spatial and
high-resolution phase imaging of the wavefront from a coherent source through a thin
diffusing medium in the visible region of the electromagnetic spectrum, after a one-time
speckle-to-wavefront calibration step, thanks to the memory effect of speckle correlations
[51]. Considering that the angle θ between the local wavefront distortions is small, which
is true for paraxial rays, the wavefront slope or the local phase gradient ∇⊥ϕ can then be
calculated by computing the ratio of the local spot displacement, s, to the distance between
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the wavefront and the sensor, d.

θ ' tan θ ' sin θ = ||∇⊥δ|| (2.4)

∇⊥δ =
∇⊥ϕ
k0
' s

d
, (2.5)

where, d is the distance between the diffuser and the speckle, ϕ is the wavefront’s phase, δ is
the optical path difference, and k0 = 2π

λ
is the wavenumber, as depicted in Figure 2.8. This

relation connecting the phase of the wavefront to the speckle grain displacement allows the
phase to be computed from the intensity images themselves. In this respect, a thin diffuser
can be seen as a phase mask - much like the modified Hartmann mask of QWLSI, or the
Shack-Hartmann microlens array - albeit a complex and random mask. Like other phase
masks, it also allows the encode the amplitude and the phase in a single intensity image.
We would like to point out here that we have taken inspiration from this specific approach
to carry out wavefront sensing in the longwave infrared, as we shall discuss later in greater
detail.

2.1.4.1 Wavefront reconstruction using Demons algorithm

In order to reconstruct the wavefronts from the acquired speckle images, the popular demons
algorithm for image registration is useful. The demons algorithm is a non-parametric
method used to align two images by iteratively deforming one image (the moving image)
to match another image (the fixed image).

The Demons algorithm was first proposed in [172] as an image matching algorithm that
borrowed from thermodynamics concepts for image processing in the context of biomedical
image registration. In the original thought experiment devised by James Clerk Maxwell,
he considered a container containing a mixture composed of two different types of gaseous
particles a and b (see Figure 2.9) - one of which was hot and the other cold - which are
separated by a semi-permeable membrane. The semi-permeable membrane has a set of
beings called Demons that are able to discern the specific kind of particle coming to the
barrier, and only allows particles of the type a to diffuse to the side A while those of
the kind b are allowed to only diffuse to the side B. Eventually, the box containing this
gaseous mixture will contain only particles of a on side A and particles of b on side B,

23



Figure 2.8: Phase encoding using a thin scattering medium, similar to using a Shack Hart-
mann wavefront sensor as shown in Figure 2.5. A plane wavefront is incident on the thin
diffuser that produces a reference speckle pattern after transmission, while a distorted sam-
ple wavefront produces a different sample speckle. The local displacement of the speckle
grains between the reference and sample speckles, denoted by s, is related to the local
wavefront slope θ between the two wavefronts and the distance between the diffuser and
the speckle d, which allows the computation of the wavefront profile of the sample wave-
front w.r.t. the reference wavefront by estimating the speckle grain displacements.

which leads to a decrease in the system’s entropy. This is a violation of the second law of
thermodynamics. However, this paradoxical situation is resolved by considering that the
demons also need to expend energy to recognise the particles and act on them, and if that
is included, the total entropy of the system actually increases without violating the second
law of thermodynamics.

Building on this notion of Maxwell’s demons, the idea is applied to information theory and
specifically, image matching. As illustrated in Figure 2.10, a model image M needs to be
matched to a scene image S. A specific contour in S is chosen to act as the membrane
and demons are positioned on this contour. At every local point in the contour in S, it is
assumed possible to determine a vector perpendicular to the contour and with a specified
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Figure 2.9: Maxwell’s demons thought experiment schematic - Light coloured particles
are of the type a and dark coloured particles are of the type b with the sides A and B
separated by a semi-permeable membrane on which sit the Demons [172].

orientation from the inside of the object to the outside, like the gradient for example. This
notion of polarity, signified as inside or outside the contour, is the central parameter on
which the demons act and try to match the images to each other.

Figure 2.10: Demons algorithm as a diffusion model - the model image M is the de-
formable grid which diffuses through the static scene image S’s contours depending on the
polarity-dependent forces applied by the Demons on the contours of S [172].

Now, the model image M is considered as a deformable grid whose vertices are treated as
particles and assigned a polarity i.e. inside or outside based on the relations between these
vertices themselves and the models used to assign the polarities. Now, having knowledge
of the polarities, the demons situated on the membrane in S now effect deformation of the
grid M locally by pushing points in M inside or outside S depending on their polarity.
Eventually, the image grid M has been deformed locally by the demons to have the closest
match of M to the static scene image S.
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Subsequent developments in the image processing field developed a more rigorous mathe-
matical framework for the proposed Demons algorithm [173] by showing that the diffusion
forces that are effected by the demons can be better understood as an approximation of a
second order gradient descent on the criterion of the sum of square of intensity differences
between the scene image S and model image M ’s points. There is also a regularization
term to ensure that the algorithm works well with small values of the image gradient, and
this can be modelled as a minimization problem which needs to be adapted to the specific
image processing requirement to still be computationally efficient.

Figure 2.11: A simple illustration of how the Demons algorithm registers an image of a
circular spot to fit to an image of the letter C by deforming the image grid (grid added for
visualization later): (a) shows the reference image, (b) shows the image to be registered, (c)
shows the registration results with Demons algorithm, and (d) shows the registration using
a method simulating elastic deformations [173].

A further development to the Demons algorithm is to adapt it to a diffeomorphic image reg-
istration technique, as reported and discussed in detail in [174], which is also the current
version of the algorithm that is used as the MATLAB function imregdemons [175]. A dif-
feomorphism is an invertible structure-preserving mapping between smooth differentiable
manifolds where both the differentiable map between the two manifolds and its inverse are
differentiable. This invertibility is quite useful to ensure smooth transformations, while
also being able to preserve the topology of the surfaces being dealt with, so that folding is
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handled effectively in real images. A diffeomorphic map can also be good input data when
no prior information about an image and the spatial transformations are available.

The non-parametric diffeomorphic image registration algorithm proposed in [174] based
on the demons algorithm of [172] is therefore an adaptation of the optimization process on
the entire space of displacement fields to an optimization on the space of diffeomorphic
transformations. It introduces smoother deformations which have much less folding arte-
facts, are computationally efficient, and rests on a much more well-developed mathematical
framework than initially developed. An example of the diffeomorphic Demons algorithm
in Figure 2.11 shows a simple image-matching exercise as an illustration of the technique.

The Demons algorithm is an useful tool to carry out wavefront reconstruction using speckle
images. We shall now move on to discussing how speckles themselves are useful for mul-
tiplexing information contained in a light beam.

2.1.4.2 Chromaticity and multiplexing

Speckle pattern formation is strongly wavelength-dependent, as the scattering path in the
complex medium is directly related to the wavelength of the transmitted wave. A multi-
spectral speckle pattern is a superposition of multiple speckle patterns generated by each
narrow spectral band in the entire spectral region of interest. It is possible to spectrally
decorrelate the integrated speckle pattern sufficiently so that the individual spectral speckle
patterns are retrievable during speckle image reconstruction. For this purpose, the scat-
tering medium has to be chosen appropriately, i.e. - 1. the scatterer must transmit in the
spectrum of interest, and 2. the spatial dimensions of the scatterer should be enough to
spectrally decorrelate the speckle patterns generated by two different spectral bands [176].
In 2018, S. Sahoo et al. demonstrated the spatial and spectral information retrieval from
a broadband white light source using a thin diffuser (scattering medium) and a speckle-
imaging camera [177]. Spatial correlation of speckles allows us to reconstruct spatial in-
formation while spectral decorrelation of speckles allows us to retrieve the spectrum of
the scene or object behind the scattering medium. Within the constraints imposed by the
imaging system, the multiplexed spatial and spectral information could be retrieved to-
gether [178] [179], albeit with trade-offs on the resolution of either due to the lack of an
infinite imaging sensor. Other interesting applications like nanoscale light localization in
metamaterials [180], in-situ wavefront correction [181], and selective light-focussing on
nano-objects [182] have been demonstrated by shaping waves through complex media.
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2.1.5 Infrared phase imaging

In this chapter, we have seen till now the various techniques employed for phase imaging
as well as the multitude of their applications. However, most of these developments have
been carried out in the visible region of the electromagnetic spectrum, as well as in the near
infrared. We will now review the application of some of these aforementioned techniques
in the longwave infrared, and also highlight the state-of-the-art in infrared phase imaging
through scattering media, which to the best of our knowledge, is quite limited.

Applications in the longwave infrared include speckle interferometry used to combine
holography (the first infrared holography experiment being reported in [46]) and ther-
mography in a single sensor for non-destructive testing [183], aeronautics material flaw
detection using a mobile speckle interferometer [184], single-pixel sensor based imaging
of thermal objects [185], simultaneous temperature and deformation measurement using
LWIR speckle interferometry [186], vibration analysis [187], infrared optical metrology
using quadriwave lateral shearing interferometry [188], LWIR digital holography [189],
digital in-line holographic interferometry for metrology [190], LWIR Shack Hartmann
wavefront sensors [191] for space telescope mirror measurements [192], and high-power
CO2 laser beam correction [193]. In the mid-wavelength infrared, the group of A.T. Wat-
nik has demonstrated imaging through scattering media using speckle correlations [194],
wavefront sensing in deep turbulence [195], and wavefront correction [196]. Commercial
wavefront sensors in the LWIR are also available from PHASICS [197], even as the details
of their internal mechanism is not readily available.

Speckle imaging in the visible has shown that it is possible to do single-shot phase recon-
struction of objects through a scattering medium. The diverse applications and versatility
of speckle imaging in the visible region has prompted us to consider it for applications in
the infrared. The aim of this work is therefore to develop a compact one-shot LWIR
wavefront sensor based on speckle imaging that is able to work in the entire LWIR
spectrum. In addition to developing LWIR phase imaging, it is also an opportunity to
study infrared speckle physics, both of which are relatively new domains of research.

We will now introduce the basic concepts related to the understanding and characterization
of speckles, as well as the fundamental principles about light propagation through scatter-
ing media. This will allow us to appreciate the essential theoretical considerations when
generating speckles and utilizing them to carry out imaging for wavefront sensing.
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2.2 Speckles

Figure 2.12: Red laser beam (671 nm) reflected off the surface of a wall [198]

When laser light is reflected off materials like paper or the surface of a wall, an observer
looking at the laser spot on the wall sees a fine-scale complicated granular pattern with
high contrast, i.e. alternating bright and dark spots that are much smaller than the size of
the reflected beam spot, as shown in Figure 2.12. Even though a laser beam has relatively
uniform illumination, measurement of the intensity of the granular pattern shows that the
fine-scale fluctuations exist in space. This granular pattern is termed a speckle.

The origin of a speckle pattern is the irregular roughness of the surface that reflects the
incident light. Most materials in the world, when not polished, exhibit a surface rough-
ness of the order of an optical wavelength (∼ 1 µm). Different microscopic parts of the
rough irregular surface produce elementary contributions possessing random phases to the
total observed field. These randomly phased partial contributions interfere with each other,
giving rise to a resultant intensity pattern, whose strength closely depends on the partic-
ular configuration of the random phase contributions present. Therefore, a rough surface
microscopically dephases the coherent wavefront of laser light upon reflection, which then
interferes to produce the fine-scale local intensity interference pattern that is seen by an
observer.
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Figure 2.13: Laser beam (638 nm) transmitted through white paper

A speckle can also be seen upon transmission through a scattering medium, like printing
paper, as shown in Figure 2.13, with the underlying basis for the generation of a speckle
pattern being similar in both transmission and reflection. The component light rays of the
incident light beam undergo different optical paths and / or scattering due to variations in
the thickness and refractive index inside the transmissive medium. Since the exact config-
uration inside the medium is random, the optical paths of different component light rays
vary significantly. These optical path variations are on the order of the wavelength of light,
which leads to randomly dephased light rays that interfere beyond the transmission medium
to create a speckle pattern.

Definition: A speckle is the mutual interference pattern between multiple incoher-

ent wavefronts generated when coherent light is reflected by or transmitted through

a disordered material, whose surface roughness on the scale of an optical wave-

length introduces fine-scale local random dephasing.
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Figure 2.14: Ultrasound image with speckles, of a fetus in the womb, viewed at 12 weeks
of pregnancy (Image courtesy of Wolfgang Moroder [199])

Speckle patterns are seen in different kinds of transmission media, ranging from solid sur-
faces like paper, to white paint on a wall, and even in suspensions of particles. A speckle
is frequently observed in many optical transmission or reflection examples, but it is not
limited to optical systems alone. Speckles are ubiquitous in ultrasound images, as seen in
figure 2.14, where they appear as large blobs with a high contrast [200]. Speckles are also
seen in microwave images, like in figure 2.15, where the surface roughness is on the order
of a wavelength.

2.2.1 Speckle as random walk

A speckle pattern can be intuitively understood by considering the addition of individual
component optical paths during the stochastic scattering process as resembling a random
walk [202]. A speckle is composed of multiple complex components with independent
individual phases that additively combine to form the final speckle pattern. Each individual
complex component can have different random (independent) lengths, i.e. amplitudes, and
random (independent) directions, i.e. phases. The individual components are complex
in nature as they are usually phasors with an amplitude and phase, representing signal
components with a sinusoidal behaviour. The addition of all the complex components
is similar to a random walk process in 2-D, where the final resultant vector depends on
the relative phases of the individual components. The resultant intensity, which is the
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Figure 2.15: Synthetic Aperture Radar (SAR) images with speckles taken from a NASA /
JPL aircraft over the San Francisco bay area[201]

resultant amplitude-squared, i.e. square of the vectorial length, depends on whether the
phases additively contribute towards constructive interference or destructive interference.

In figure 2.16, the cases with a constructive interference (large resultant amplitude) and
destructive interference (small resultant amplitude) are seen, which is primarily due to the
different nature of the contributory phase components. It is also quite evident that no single
vector dominates the sum, and that both the amplitudes (vector lengths) and phases (vector
directions) are random and independent of each other, which is akin to the physical picture
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Figure 2.16: Random walk in the 2-D complex plane showing constructive addition (left)
and destructive addition (right) [203]

of scattering inside a medium. Having seen such an equivalence between the scattering
process that gives rise to a speckle pattern and a random walk, we can expect that the
physics of speckle formation is similar to many other real-world phenomenon which can
be modelled by a similar 2-D random walk process.

2.2.2 Speckle parameters

The foremost physical characteristic of a speckle is its granularity. In figure 2.17, we see
that for an illumination along the direction ka, the transmitted speckle intensity collected
along kb is denoted Iba. Here, ka and kb are the wavevectors in the directions shown
in the figure. We can see from the figure that the observed speckle intensity Iba changes
depending on the direction of observation, kb. The direction kb can be tuned in such a
manner that the fluctuations in the observed intensity δIba become of the order of the mean
intensity Iba, i.e.

δIba = Iba (2.6)

It follows simply that the total intensity can be locally zero, 2Iba, or any value in between.

Iba = Iba ± δIba (2.7)
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Figure 2.17: Schematics of a disordered slab illuminated by a plane wave, giving rise to a
speckle pattern in transmission. [204]

We see therefore that the speckle pattern has a large contrast, being however dependent on
the direction of transmitted intensity collection, i.e. kb. We will now consider the intensity
correlation between two different speckle patterns, 〈IbaIb′a′〉, and see how it can lead us to
understand:

• the large fluctuations in the intensity

• the typical size of speckle grains

• what happens when the speckle illumination is shifted, angularly (as a tilt) and spa-
tially

• whether the speckle preserves and carries information of an object placed before the
scattering medium even after transmission

• the possibility to retrieve encoded information from a speckle to reconstruct an image
of the object.
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2.2.2.1 Intensity correlation function

We define a correlation function,

Cbab′a′ =
〈IbaIb′a′〉 − 〈Iba〉〈Ib′a′〉

〈Iba〉〈Ib′a′〉
(2.8)

where, Iba and Ib′a′ are intensities along b and b′ for illumination directions a and a′, re-
spectively, and Iba = |Eba|2. For the case when a = a′ and b = b′, we can easily see that
the auto-correlation function turns out to be:

Cbaba =
〈I2ba〉
〈Iba〉2

− 1 = 1 (2.9)

which turns out to be an expression of the granularity condition of speckles.

2.2.2.2 Rayleigh probability distribution of speckle intensity

From the fact that the electric field E is a Gaussian complex random variable, it can be
demonstrated that the probability distribution of the speckle intensity Iba will correspond
to a Rayleigh distribution, as shown in Figure 2.18 (see [204] or [203] for proof), given by

p(Iba) =
1

〈Iba〉
e−Iba/〈Iba〉 (2.10)

.

In fact, to see a speckle pattern, it is not necessary to be in the diffusive regime, i.e. when
L > l∗, where L is the thickness of the scattering sample and l∗ is the transport mean free
path inside the scattering medium.

A quick proof of the result above can be obtained by using the central limit theorem. The
central limit theorem is a key idea in the theory of probability, which states that the appro-
priately normalized sum of independent random variables tends towards a normal distribu-
tion (i.e. a bell curve), even if the original variables are not normally distributed themselves.
ConsideringE = X+iY , whereX and Y are independent identically distributed Gaussian
variables, we obtain,

p(I) ∼ p(X)p(Y ) ∼ eX
2/2σ2

eY
2/2σ2 ∼ e−I/〈I〉 (2.11)
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Figure 2.18: Rayleigh probability density function, where pA(A) is the marginal probabil-
ity density function of the amplitude (length) A of the resultant phasor [203]

We can decompose the field Eba over all the possible trajectories of scattering events inside
the system, as

Eba =
∑
S

ES (2.12)

where ES is the output field representative of a particular scattering configuration, as seen
in figure 2.19. From the decomposition above, we can consider X =

∑
S Re(ES) and

Y =
∑

S Im(ES), the real and imaginary sums, respectively, as a summation over a large
number of independent identically distributed variables. Now, by using the central limit
theorem, we obtain:

p(X) =
1√
2πσ

e−X
2/2σ2

(2.13)

p(Y ) =
1√
2πσ

e−Y
2/2σ2

(2.14)

In the equations above, σ2 = 〈X2〉 = 〈Y 2〉 = 〈I〉/2. The joint probability distribution then
reads,

p(X, Y ) = p(X)p(Y ) =
1

π〈I〉
e−I/〈I〉 (2.15)

The probability distribution for I = X2 + Y 2 then follows by changing variables,

p(I) =

∫ ∞
−∞

dX

∫ ∞
−∞

dY p(X, Y )δ(X2 + Y 2 − I) (2.16)
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=

∫ 2π

0

dθ

∫ ∞
0

dRR
e−R

2/〈I〉

π〈I〉
δ(R2 − I) (2.17)

=
1

〈I〉
e−I/〈I〉 (2.18)

where the following property was used in the last step,

δ[g(x)] =
∑
i

1

|g′(xi)|
δ(x− xi) (2.19)

for a function g with roots xi.

Figure 2.19: A typical scattering sequence inside the scattering medium contributing to
the output field. [204]

Re(ES) and Im(ES) have been taken as independent, which is a direct consequence of
the independence of the amplitude and phase of ES , which has been implicitly assumed
throughout the equations above. The phase of ES is also uniformly distributed over [0, 2π].

By the central limit theorem, we note that both the field components X and Y are sym-
metrically distributed. However, when the algebraic condition I > 0 is imposed, which is
true for a physical system, the symmetry does not hold. This asymmetry in the Rayleigh
distribution for the intensity gives an indication that the observation of a dark spot has a
higher probability than the observation of a bright spot in a speckle pattern.
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The angular correlator can be evaluated to give us the form (see proof in [204]),

Cbab′a′ = [
∆qaL

sinh (∆qaL)
]2δ∆qa,∆qb (2.20)

which extends over the range of values of ∆qa satisfying ∆qa . 1/L. Here, q refers to the
transverse momentum, i.e. the momentum perpendicular to the direction of propagation
of radiation. The total momentum k is split into a longitudinal component (parallel to the
direction of propagation) kz and the transverse momentum q. The momentum difference is
defined as ∆qa = qa − qa′ and δ∆qa,∆qb is the correlation between the input illumination
and the output speckle. This result is obtained by taking into account the conservation
of the transverse momentum, and is valid in the diffusive regime where L � l, i.e. the
thickness of the scattering medium is significantly larger than the transport mean free path.
It is interesting however to note that the correlator does not have an explicit dependence on
the transport mean free path l. When a = a′ and b = b′, we see that Cbaba = 1, which is the
result that the contrast of a speckle pattern is equal to 1, as already seen in Equation 2.9,
which was arrived at for this specific case without the need for a detailed calculation of the
angular correlation function.

2.2.2.3 Memory effect

In the angular correlator in Equation 2.20 above, the term δ∆qa,∆qb shows that strong cor-
relations between the post-transmission speckle pattern and the input illumination beam
always exist, irrespective of the strength of the disorder of the scattering medium. This
signifies that an angular tilt in the illumination beam from ka to ka′ will result in the same
speckle pattern, albeit globally shifted translationally by an amount equal to ∆qb which is
proportional to ∆qa, as can be seen in figure 2.20.

The factor [∆qaL/sinh (∆qaL)]2 is a measure of the range of the memory effect, which can
be measured experimentally as shown in [50]. The typical width of the range of the memory
effect is around ∆q ∼ 1/L. We know that q = k sin θ, and this relation corresponds to an
angular range equivalent to ∆θ ' ∆q/k. Therefore, the angular range of the memory effect
can be approximated as,

∆θ|memory ∼
1

kL
(2.21)

with k = 2π/λ. It can be easily seen that the angular range of the memory effect is
significant when the thickness of the scattering sample is thin, and that the angular range

38



Memory effect graphical representation]

Figure 2.20: Graphical representation of the memory effect [204]

also scales proportionately with the wavelength of light. Therefore, the angular range of the
memory effect can be tuned by controlling the light wavelength and the scatterer thickness.
In the longwave infrared range, this memory effect is therefore longer than in the visible.
It should be noted that this equation is valid in the diffusive regime, where the following
inequality holds, L � l & λ. Typically, for visible light, the highest memory angle is
about ∆θ ∼ 0.1◦, when considering λ . 1 µm. Even though this angle is quite small, it
is possible for the entire extent of an object to fall within the angular range of the memory
effect, if it is placed sufficiently far from the scattering medium. In the longwave infrared,
considering the wavelength to be 10 µm, and the thickness of the scattering medium to
be at least 10 times the wavelength to be in the diffusive regime, the angular range of the
memory effect turns out to be approximately 1◦. We shall see later in Section 4.3 that in our
longwave infrared experiments, the range of the angular memory effect of our scattering
medium is of the same order of magnitude.

2.2.2.4 Speckle grain size

The mean size of a speckle grain in the far field is given by the width of the angular correla-
tor defined above in Equation 2.20. However, when we put in a = a′, we see that the width
turns out to be zero, which is unrealistic since speckle grains do have a finite size. It turns
out that this result arises from the fact that both the illumination and the scattering system
are assumed to be invariant along the transverse direction. Since we illuminate a finite
portion of the scattering medium in any real experiment, we shall consider a finitely sized
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illumination beam having a transverse illumination profile P (ρ). This loss of invariance
along the transverse direction modifies the transverse input illumination state from |∆qa〉
to,

|∆q̃a〉 =

∫
dρP (ρ)〈ρ|∆qa〉|ρ〉 (2.22)

where ρ is the transverse coordinate (perpendicular to the direction of propagation, with
r = (z,ρ)) and ∆q is the transverse momentum. The bra-ket notation more conveniently
represents the bases ρ and q, such that E(ρ) = 〈ρ|E〉 and E(q) = 〈q|E〉 is the Fourier
transform of E(ρ).

Therefore, the angular correlator in equation 2.20 now becomes,

Cbab′a′ = [
∆qbL

sinh (∆qbL)
]2P (∆qa −∆qb)

2 (2.23)

where P (q) is the Fourier transform of the transverse illumination profile P (ρ). Consider-
ing the typical width of P (ρ) to be W , the angular size of a speckle grain will be

∆θ|grain ∼ min(
1

kL
,

1

kW
) (2.24)

We know from experiments that usually W � L, and it follows that ∆θ|grain ∼ 1
kW

.
This result also holds in the quasi-ballistic regime, i.e. where L ∼ l, as it arises from the
diffraction of the illumination beam.

2.2.2.5 Spatial correlation function of a speckle

We have seen results above originating from the angular correlation function in a few phys-
ical cases. It is also instructive to compute the spatial correlation function. Without going
into the calculation itself, it is important to mention here that unlike the angular correlation
result leading to a memory effect, there is no correlation between the input and the output
light waves in real space. Hence, there is no spatial memory effect through a scattering
medium. This is a valuable result since this means that a speckle pattern is not only a
unique fingerprint of an object even after undergoing transmission or reflection through a
scattering medium, but a speckle also uniquely encodes the spatial positional information
of an object. This would allow us to retrieve the position of an object by analyzing its
speckle pattern. This kind of a retrieval of the positional information would not be possible
if there were a spatial memory effect as well. Through the spatial correlation function, the
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size of a speckle grain can be computed, and it turns out to be,

∆x|grain ∼ λ (2.25)

a result which holds for a speckle even inside the disordered scattering medium. The result
above is also independent of the size of the inhomogeneities present in the scatterer.

2.3 Summary

The basic concepts involved in understanding speckles have been discussed in Section 2.2,
while a more complete review of the theories related to the propagation of waves in scat-
tering media like radiative transfer theory [205] and particle diffusion can be found in [48]
and [206]. The majority of studies carried out till now on speckle-based information re-
trieval, specifically spatial imaging, phase sensing and spectrometry, have all been carried
out in the visible region of the electromagnetic spectrum or in the near-infrared band of the
electromagnetic spectrum.

The theories of speckle formation and wave transmission in complex media predict that
these effects should be similar at all wavelengths. Also, to the best of our knowledge, these
techniques have never been developed in the thermal infrared band or the long-wave in-
frared band of the electromagnetic spectrum. Therefore, we seek to study speckle-based
imaging and spectrometry in the thermal infrared from 8 to 14 µm. The motivation for
such a research objective is the experimental observation and subsequent understanding of
fundamental speckle physics in the thermal infrared region, and the possible development
of novel applications in the same spectral region. This work will require specifically devel-
oped optimization techniques for problems emerging in the thermal infrared region due to
the overlapping thermal emission from the background, which we shall see in the following
Chapter.
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Chapter 3

Longwave infrared speckle imaging -
experimental setup development
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Figure 3.1: Minimal experimental setup for imaging through
scattering media

In the previous chapters,
we have seen the necessity
of developing a longwave
infrared speckle imaging
system for wavefront sens-
ing, as well as looked at the
major theoretical an exper-
imental developments that
are essential in building
such an experiment. In this
chapter, we shall discuss
the development of an LWIR speckle imaging system, which to the best of our knowledge,
is the first demonstrated in literature. The experimental apparatus designed for imaging in
the longwave infrared through a scattering media is described in this chapter. It is a novel
design that incorporates the basic elements of imaging through scattering media as known
from the literature in the visible range of the electromagnetic spectrum [177] [51], while
also being adapted for specific requirements of longwave infrared imaging to a certain de-
gree. In addition to the design itself, the materials used for the optical components and
especially the scattering medium required a careful consideration of the choices available
in the limited range of materials that transmit in the longwave infrared. After an introduc-
tion of the design of the setup, we will discuss in detail the key individual elements that
comprise the experimental setup.

The essential components of an imaging setup through scattering media are an imaging
object, a scattering medium, and a detector to record the scattered light, as shown in Figure
3.1. In our case, we have worked with a configuration that works in transmission, i.e. the
detector is positioned to record the scattered light after transmission through the scattering
medium’s length along the direction of light propagation. As depicted in Figure 3.2, we
use a heated blackbody as a thermal source, which is then imaged onto an iris to control
its spatial extent. The image of the primary source on the iris serves as our homogeneous
secondary source. This secondary source is then collimated to produce a plane wavefront
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that impinges on a phase object, thereby distorting the wavefront. The distorted wave-
front is then incident on a thin surface scatterer which forms a speckle in transmission.
The transmitted speckle is finally imaged using an objective lens onto a FLIR uncooled
microbolometric camera.

Figure 3.2: Experimental setup for longwave infrared speckle imaging through scattering
media

In the case of a similar setup for speckle imaging in the visible part of the electromagnetic
spectrum, which is the classical case in this field, there are multiple options and choices
in obtaining key optical components necessary for the setup. Firstly, all the materials that
are usually available in the visible for optical components do not work in the longwave
infrared. For example, the glass material N-BK7 [207], which is ubiquitous in visible
optical glass applications, does not transmit longwave infrared radiation, as can been seen
in Figure 3.3. Secondly, the choice of an optical source is also limited in the longwave
infrared compared to the diverse types of lasers and alternative sources available in the
visible region. In our case, due to the inability to use a strong laser in conjunction with our
sensitive camera, we had to resort to using blackbody sources whose choice is limited by
the materials available that can produce adequate incident power in the longwave infrared
and in a desirable geometry. The limitation of choices of optical materials in the longwave
infrared, in addition to the fact that the emission of the surroundings is also in the same
wavelength region, prompted the necessity for us to develop a novel setup optimised for
longwave infrared speckle imaging. We now discuss the key elements of our setup and
some of the design choices that arose from practical considerations to optimise the detection
of speckles in the longwave infrared, in the following sections.
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3.1 Diffuser

A diffuser is any material that scatters light incident on the material. The scattering medium
is the most important element for carrying out imaging through such a medium, and an
optimal choice is necessary for the success of the imaging technique.

3.1.1 Diffuser requirements

There are multiple parameters to consider when choosing an appropriate scattering medium,
like:

1. Transmission in the wavelength region of interest (7 - 14 µm, in our case)

2. Scattering strength - related to the surface roughness

3. Scattering dimension - surface scattering or volumetric scattering

4. Scatterer geometry - thickness and shape of the scattering medium

An ideal scattering medium would have significant transmission (>80%) in the longwave
infrared region and a relatively low refractive index to ensure that the incident infrared
radiation would not be reflected off, as discussed in the next Section 3.1.1.1.

3.1.1.1 Intensity loss from interface reflection

At every interface, due to the refractive index difference between the propagation medium
(air, in our case) and the scattering material or different optics, the incident beam undergoes
a reflection and this leads to a fractional loss of incident power. The Fresnel equations for
any isotropic, linear, homogeneous and dielectric or non-magnetic media (i.e. where the
magnetic permeability of both the media, µ1 = µ2 = µ0) give us the amplitude reflection
coefficient r⊥ and the amplitude transmission coefficient t⊥ for an electric field ~E that is
perpendicular to the plane of incidence as [208]:

r⊥ ≡
(
E0r

E0i

)
⊥

=
ni cos θi − nt cos θt
ni cos θi + nt cos θt

(3.1)
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t⊥ ≡
(
E0t

E0i

)
⊥

=
2ni cos θi

ni cos θi + nt cos θt
(3.2)

with E0 being the amplitude, n the refractive index of the medium, θ the angle and i, r, t
respectively being the incident, reflected and transmitted components of the variables.

Similarly, the Fresnel equations for the case of the electric field ~E being parallel to the
plane of incidence gives us the amplitude and transmission coefficients r‖ and t‖ as:

r‖ ≡
(
E0r

E0i

)
‖

=
nt cos θi − ni cos θt
ni cos θt + nt cos θi

(3.3)

t‖ ≡
(
E0t

E0i

)
‖

=
2ni cos θi

ni cos θt + nt cos θi
(3.4)

The fraction of incident power that is reflected at an interface is known as the reflectance
R, which is the square of the amplitude reflection coefficient r. In the case of normal
incidence, the reflectance and similarly, the transmittance T simplifies to:

R = R‖ = R⊥ =

(
nt − ni
nt + ni

)2

(3.5)

T = T‖ = T⊥ =
4ntni

(nt + ni)2
(3.6)

The reflectance losses of various infrared materials are computed with respect to air in
Table 3.1.

3.1.2 Infrared transparency and transmission properties

The first thing that we had to consider was the transparency of the material that would be
used as a scattering medium in the longwave infrared, which is quite different from those
that are used in the visible, as can be clearly seen in Figure 3.3.

Some candidates that were considered were Sodium Chloride (NaCl), Potassium Chloride
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Figure 3.3: Materials with a refractive index and transmission coefficient compatible with
infrared applications [209]

Material
Refractive Index

at 10 µm

Infrared
Transmission at

10 µm

Interface
Reflectance Loss

(w.r.t. air)

Potassium
Chloride (KCl)

1.46 >90% 3.50%

Sodium Chloride
(NaCl)

1.49 90% 3.87%

Potassium
Bromide (KBr)

1.53 >85% 4.39%

Zinc Sulfide
(ZnS)

2.20 >75% 14.10%

Zinc Selenide
(ZnSe)

2.40 70% 17.00%

Gallium
Arsenide (GaAs)

3.30 >55% 28.60%

Silicon (Si) 3.47 >30% 30.50%
Germanium (Ge) 4.00 >45% 36.00%

Table 3.1: Refractive indices of materials with infrared transmission at 10 µm

(KCl), Potassium Bromide (KBr), Gallium Arsenide (GaAs), Zinc Selenide (ZnSe), Zinc
Sulfide (ZnS), Silicon (Si) & Germanium (Ge) [210], some of whose infrared transmission
spectra are shown in Figures 3.4, 3.5 and 3.14.
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Figure 3.4: Infrared transmission spectrum of 5 mm thick Zinc Selenide (ZnSe) slab [211]

3.1.3 Initial diffuser trials

3.1.3.1 Sodium chloride (NaCl)

Initially, we tried to evaporate a supersaturated solution of grains of table salt (NaCl) to
form discs of thickness between 1-5 mm and diameters between 5-10 cm as a scattering
medium (see Figure 3.7 [a,b]). Additional chemical or physical treatment was not carried
out, and the resulting discs had salt clusters that were big enough to block light transmission
except for some ballistic light that could pass through (see Figure 3.7 [e,f]). Some parts
of the discs had crystalline structures, the smallest of which was about 50 µm in size, as
shown in Figure 3.6.

Subsequently, we tried to ground NaCl to a fine powder using a mixer and grinder and then
bake it in an oven to form a more homogeneous salt disc (see Figure 3.7 [c]). These discs
blocked both visible and longwave infrared light transmission almost uniformly since their
thickness turned out to be larger than those prepared using the evaporative method. An
attempt to drizzle NaCl grains on a scotch tape and coat it for use as a scattering medium
also demonstrated that such large grains did not effectively scatter light (see Figure 3.8
[a]), with most of the scattering arising from the scotch tape’s surface roughness itself.
There was also a significant fraction of ballistic light when imaging through the scotch tape
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Figure 3.5: Infrared transmission spectrum of a 2 mm thick Sodium Chloride (NaCl) slab
[212]

Figure 3.6: Microscope image of a lab-prepared Sodium Chloride (NaCl) disk showing a
single crystal

surface.

Since fabricating NaCl windows was not possible in the lab due to the need for applying
high pressure to NaCl to create such windows, commercially available salt windows were
tested for their performance as scattering media in the longwave infrared. Windows made
from NaCl and KCl of various diameters ranging from 2-6 mm with a thickness of 1-2 mm
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Figure 3.7: Sodium Chloride (NaCl) disks prepared in the lab by (a) & (b) evaporative
drying, and (c) finely powdering and baking, and the corresponding observed infrared im-
ages of the NaCl disk shown in [a] (d) without any incident infrared radiation, (e) in-focus,
with incoming infrared radiation from a blackbody source scattered and ballistically prop-
agating, and (f) NaCl disk shown in [c] blocking infrared light.

were tested as scattering media. Even though they scattered light and reduced the ballistic
transmission of infrared light through them, no speckle pattern was produced and instead
a wide diffuse region was observed. It was believed that the surface of the salt windows
were too smooth to create a speckle pattern, and consequently we polished the surface with
water and coarse sandpaper and allowed it to evaporatively dry to check for an improvement
in the observed post-scattering transmitted light. Sandpapers of various grain dimensions
ranging from 100-500 µm were then used to polish a single surface of the salt windows but
without much success (see Figure 3.8 [c]), which thwarted their possible use as longwave
infrared scattering media.

3.1.3.2 Gallium arsenide (GaAs)

At this stage, single side polished Gallium Arsenide (GaAs) wafers were also tested to
see their efficacy as scattering media, but it did not work as well. The unpolished surface
had surface features with height differences above 20 µm, as shown in Figure 3.9, which
would mean that the optical path difference δ = (nGaAs − nair) × roughness ≈ (3.3 −
1) × 20 µm = 46 µm, i.e. approximately 5 times if we consider 10 µm as the reference
wavelength of longwave infrared light.
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Figure 3.8: Images of transmitted infrared radiation scattered through (a) a scotch tape
sprinkled with powdered NaCl grains, (b) finely powdered NaCl sprinkled on a measur-
ing ruler with a rough surface on the order of a few hundred micrometers, and (c) NaCl
windows roughly polished with sandpaper.

Figure 3.9: Gallium Arsenide (GaAs) wafer - Microscope images of the (a) unpolished
surface, and (b) polished surface, and (c) the scattered infrared radiation imaged in trans-
mission through the wafer.

3.1.3.3 Powdered materials - salts and oxides

An alternative strategy to control the surface structuration of the scattering media was to
deposit powdered material over relatively flat surfaces. This required a change in the orien-
tation of the setup from a horizontal to a vertical configuration. The first candidate diffuser
that was tried was NaCl grains of diameter ~1 mm deposited on a 2 cm diameter KCl win-
dow (see Figure 3.11 [a]), but without obtaining a speckle in the transmitted pattern that
was imaged (see Figure 3.11 [d]). It was evident at this stage that a scattering medium with
finer surface features could be more suitable to obtain a transmitted speckle. Therefore,
we used a single side polished Silicon wafer whose surface was smoother than those of the
salt windows as a substrate for depositing powdered white paint particles. White paint has
been successfully used as a scattering medium for visible speckle imaging [50], and the
materials that we chose - Zinc Oxide (ZnO) and Titanium Dioxide (TiO2) - both have an
appreciable transmission in parts of the longwave infrared, as you can see in Figure 3.10
where 714 cm-1 - 1429 cm-1 corresponds to 14 µm- 7 µm with 1000 cm-1 being equivalent
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to 10 µm. ZnO has been used for visible imaging through turbid tissues [213], while TiO2

has been used in visible laser speckle imaging for measuring blood flow dynamics [214] as
well as being used in planar meta-lenses at visible wavelengths [215].

Figure 3.10: Infrared transmission spectrum of (a) TiO2 nanoparticles of particle size be-
tween 70-90 nm [216] and (b) ZnO nanoparticles of size about 20 nm [217].

Figure 3.11: Powdered material on substrates as scattering media: (a) NaCl grains of size
~1 mm on a 2 cm diameter KCl window, (b) <100 nm particles of Titanium Oxide (TiO2)
airbrushed onto a 10 cm diameter single side polished Silicon wafer, and (c) 500 nm parti-
cles of Zinc Oxide (ZnO) spin-coated and airbrush deposited onto a 10 cm diameter single
side polished Silicon wafer, and the corresponding images of scattered infrared radiation
after transmission through the scatterers (d-f).

100 nm particles of powdered TiO2 and 500 nm particles of powdered ZnO, both white in
colour, were deposited on single side polished Silicon wafer substrates, using two different
processes of spin-coating and deposition using an airbrush (see Figure 3.11 [b,c]). The
transmitted scattered light pattern resembled a very diffuse speckle pattern (see Figure 3.11
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[e,f]), which reinforced the notion that the surface of the previous samples was too rough
to create a speckle pattern.

At this stage, there was still a fraction of ballistic light that was being transmitted (see
Figure 3.11 [e,f]). We intuitively tried to create a thick layer of candle wax on the Silicon
wafer substrate to attenuate the ballistic light transmission while producing a scattering
medium. Some types of wax have a longwave infrared transmittance close to 70%, but also
a high reflectance of the same magnitude, in addition to having a transmittance dip around
1175 cm-1 [218]. A deposit of molten candle wax was poured onto the Silicon wafer which
later solidified to obtain a flat wax-coated surface of 2-3 mm on the wafer substrate. It
reduced the ballistic light transmitted through the Silicon wafer, as desired, but did not
produce a well-formed speckle pattern. A test experiment without any deposit and just the
Silicon wafer substrate turned out to exhibit the first signs of a longwave infrared speckle,
as can be seen in Figure 3.12, thus enabling us to settle on a choice of scattering material
to work with.

Figure 3.12: First longwave infrared speckle observed using a single side polished Silicon
wafer as the scattering medium

3.1.4 Silicon wafer diffuser

The diffuser that we use for the current setup is a single-side-polished Silicon wafer of
thickness 250 µm and diameter 10 cm, as shown in Figure 3.13. Atomic force microscopy
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Figure 3.13: Single side polished Silicon wafer diffusers of thickness 250 µmand diameter
10 cm (with a measuring ruler alongside for scale)

(AFM) measurements of the two wafer surfaces were carried out to determine its surface
topography that was crucial in its utility as a diffuser that created a longwave infrared
speckle pattern in transmission. We used a WiTec Alpha 300S AFM microscope to measure
the surface topography of the Silicon wafer, over a 150 µmx 150 µm area, in a 256 x 256
point grid matrix, at a scan speed of 5 µm/s.

The average surface roughness, as depicted in the case of one dimension (1D) in Figure
3.15, is measured by calculating the root mean squared (RMS) value of the height mea-
surement over all the data points Rrms, which is essentially the standard deviation of the
height values σh. Let the height at any point (x, y) on the surface be h(x, y), with there
being Nx ×Ny points in total, then the average RMS roughness is calculated as:

Rrms = σh =

√√√√ 1

Nx − 1

1

Ny − 1

Nx∑
i=1

Ny∑
j=1

|h(x, y)ij − µh|2 (3.7)
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Figure 3.14: Infrared transmission spectrum of double side polished Silicon (Si) wafer
[219]

with the mean of the height values, µh, being:

µh =
1

Nx

1

Ny

Nx∑
i=1

Ny∑
j=1

h(x, y)ij (3.8)

Figure 3.15: Sketch of average RMS surface roughness in 1D [220]
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Figure 3.16: AFM topography of the polished side of a silicon wafer over a 150 µm x 150
µm area with an average RMS roughness of 5 nm.

Figure 3.17: Height distribution of the polished side of a silicon wafer from an AFM
measurement.
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Figure 3.18: AFM topography of the unpolished side of a silicon wafer over a 150 µm x
150 µm area with an average RMS roughness of 166 nm.

Figure 3.19: Height distribution of the unpolished side of a silicon wafer from an AFM
measurement.
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As can be seen from the Figure 3.16, the polished surface of the diffuser is very smooth
with an average RMS surface roughness of 5 nm, while the unpolished surface topography,
shown in Figure 3.18 has crests and troughs across its surface with an average RMS surface
roughness of 166 nm. The polished side is essentially flat with the average roughness
being on the order of λ/2000, while the unpolished side is on the order of λ/60, w.r.t. the
reference wavelength of 10 µm.

The histogram representation of the height measurements from the AFM image are also
shown for the polished side in Figure 3.17 and for the unpolished side in Figure 3.19. The
spread of the height values for the polished surface is very narrow and quite symmetric
around the zero mean value. In the case of the unpolished surface, the distribution is more
spread out and not symmetric, with a significant tail of negative height values which indi-
cate valleys. The occurrence of extremely deep troughs is albeit quite low.

From the average surface roughness value of the unpolished side of the silicon wafer, the
optical path difference turns out to be, δ = (nSi − nair) × roughness ≈ (3.5 − 1) ×
166 nm = 415 nm, which is in agreement with and on the same order of magnitude as the
average speckle grain size of a typical longwave infrared speckle (as shown in Figure 4.1).
Clearly, the average surface roughness of the earlier diffuser candidates was much larger
than this value in most cases, which hindered our ability to image a transmitted speckle.

3.2 Infrared source

In our setup, we need to create an infrared illumination source, as depicted in Figure 3.2.
To do so, we elected to use a blackbody source due to the inability of our camera to with-
stand high incoming intensities from a focused laser beam. An additional consideration
was to develop our infrared imaging methodology with a broadband and incoherent source,
which is more practical in applications than using an infrared laser which requires spe-
cialized equipment and is cumbersome. The use of a broadband source also broadens the
applicability of the technique by not constraining the use of sources to only narrow-band
and coherent sources. However, it was necessary to use a source that has a variable temper-
ature while being high enough to produce adequate intensity for the formation of a speckle
pattern, which also means that a material of high emissivity would be required, as briefly
discussed below in Section 3.2.1.2. We also required a homogeneous source with a high
luminance so that a sub-region of the source could be filled using an iris diaphragm and be
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collimated by a lens to produce a plane wavefront. The plane wavefront is essential for ob-
taining a sufficiently intense well-collimated speckle pattern in our experiments. Another
important consideration was to use a source which would resemble as best as possible a
point source in order to increase the spatial coherence, which is discussed later in Section
3.3.

3.2.1 Blackbody

A blackbody is an ideal body which absorbs all electromagnetic radiation incident on it,
without any surface reflection and without allowing any exit after absorption due to internal
scattering, irrespective of the frequency of the incident radiation or the angle of incidence.
It is therefore a body that absorbs electromagnetic radiation from all wavelengths and all
directions. When it is at a constant temperature with no net energy flow between the en-
vironment and itself, considered as thermal equilibrium, it also emits electromagnetic ra-
diation in every direction equally (isotropically). The spectral emission has a dependence
solely on the temperature and not on any other physical characteristic like size, shape or
composition. It is a perfect diffuse emitter and is considered to be a surface emitting the
highest amount of radiant energy possible among thermal sources at a given temperature
[221] [222].

3.2.1.1 Planck’s law of blackbody radiation

The electromagnetic radiation emitted by a blackbody at constant temperature T is given
by Planck’s law, which describes the spectral radiance of a body L0, i.e. the radiant flux
emitted by a body per unit area per unit solid angle per unit wavelength, as [205]:

L0(λ, T ) =
2hc2

λ5
1

e

(
hc

λkBT

)
− 1

(3.9)

where the spectral radiance at a given wavelength L0 is only a function of the emission
wavelength λ and temperature T , h is the Planck constant, c is the speed of light in the
propagation medium, and kB is the Boltzmann constant. Planck’s law of blackbody radi-
ation clearly shows that as the temperature of the blackbody increases, the total radiated
energy of the body increases as well as shifting the peak of the emitted radiation spectrum
to shorter wavelengths, as can be seen in the plots in Figure 3.20.
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Figure 3.20: Blackbody radiation at different temperatures according to Planck’s law (see
Equation 3.9) which also demonstrates Wien’s displacement law for the emission maximum
(see Equation 3.29). Both axes are logarithmic.

3.2.1.2 Emissivity

A blackbody is an ideal body, by definition, and all real objects only emit a fraction of
a blackbody’s electromagnetic radiation at thermal equilibrium. The physical quantity of
emissivity is a measure of a body’s thermal radiation compared to that of a blackbody at the
same temperature. Emissivity, specifically the total hemispherical emissivity, is defined as
the ratio between the radiant flux per unit area emitted by a surface Me and the radiant flux
per unit area emitted by a black body, M0

e , where the blackbody is at the same temperature
as the surface, as:

ε =
Me

M0
e

(3.10)

A blackbody in thermal equilibrium, by definition, has an emissivity of 1. Objects at the
same temperature but having different emissivity values will have different apparent tem-
peratures, as having emissivity values farther from the ideal value of 1 confers objects
with properties of transparency or reflectivity, which then mirror the temperature of the
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surroundings also.

3.2.2 Soot as blackbody source

As a first blackbody source, we designed a small resistive heating element in our laboratory
with a glass slide and a flat resistive element connected to an electrical DC power supply.
Soot, having an emissivity of 0.95 [223] [224], was deposited on a square-cut glass slide
to create a blackbody and the square surface resistor was placed in contact beneath it to
heat the glass surface through conduction. The two pieces were held to each other using
a metallic crocodile clip, with the entire blackbody surface measuring 2 cm x 2 cm, as
shown in Figure 3.21. The temperature of the blackbody source could be controlled using
the resistor to heat the soot-coated glass slide to about 200◦C, which is the maximum
temperature which could be reached using the flat resistive element. We found out that
the luminance of this source was not high enough and had to work with alternate ones.

Figure 3.21: Lab-made blackbody source using soot deposited on a glass slide and heated
up to 200◦C using a flat resistive element underneath.

3.2.3 Coiled filament source

In order to increase the intensity and luminance of the source beam, we changed the infrared
source to a commercial Scitec IR 30K 4.2 Watt coil-wound filament source mounted on a
TO-5 header, shown in Figure 3.22. At steady state, the coiled filament - made of Kanthal
resistance wire (an iron-chromium-aluminium (FeCrAl) alloy) - operates at ~950◦C. It has
an emissivity of 0.75. With an active area of 1.8 mm x 1.8 mm, the source produced a nearly
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elliptical beam after collimation but with the filament edges still visible when viewed with
our infrared camera (see Figure 3.22 [b] for the geometry and Figure 3.23 for the source
beam image). Some of the first longwave infrared speckles that we observed were obtained
with this coiled filament source, even as the inhomogeneous surface of the source filament
was clearly distinguishable in the observed speckle images, as seen in Figure 3.24.

Figure 3.22: Scitec IR 30K coiled filament blackbody source operating at a temperature of
950◦C: (a) upright view, and (b) sketch of geometrical dimensions. [225]

Figure 3.23: Nearly elliptical beam from Scitec IR 30K coiled filament blackbody source
seen using our infrared camera, with clearly observable geometrical features of the source
as shown in Figure 3.22.

To obtain a better point source and a more homogeneous source beam, the collimating
lens was adjusted to only allow a magnified portion of the coiled filament infrared source
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Figure 3.24: Longwave infrared speckle observed using a Scitec IR 30K coiled filament
blackbody source as shown in Figure 3.22, with clearly observable source features, in con-
ditions where the beam should be collimated.

to be visible during speckle imaging. This produced nearly homogeneous speckles but
still contained intensity inhomogeneities that needed to be rectified. In addition, due to
the geometry of the coiled filament source, the radiation emanating from the source was
from different planes between the tip of the filament and the header holding the filament
- a distance of 4.27 mm (see Figure 3.22 [b]). A possible solution that was tried was to
place the infrared source in contact with a glass slide of thickness 1.2 mm [226] so that the
glass slide could be heated by the source through conduction and subsequently radiate from
its surface, acting as a secondary infrared source. This experimental idea took advantage
of the low penetration depth of glass - 0.71 µm at a wavelength of 10 µm[227] - which
would mean that the radiation emanating from the surface would come from a thin planar
volume located at the focal plane of the collimating lens and also be more homogeneous
than just using the coiled filament source by itself. However, the glass slide either cracked
or softened (i.e. the state of matter before the phase change to melting) after just a few
contacts due to the high temperature of ~900◦C of the filament in contrast to the softening
temperature of microscope glass slides being 720◦C [228]. The glass slide was replaced by
using a pure quartz slide instead of glass, which in contrast has a skin depth of 2.02 µm at
the wavelength of 10 µm [229] [230], and a softening temperature of 1250◦C [231]. The
values of the refractive indices, n & k, are plotted with respect to the wavelength for soda
lime glass in Figure 3.25 and for fused silica quartz in Figure 3.26. A brief description of
the concept of penetration depth is presented in Section 3.2.3.1 and plots of the values for
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both glass and quartz are comparatively presented in Figure 3.27.

3.2.3.1 Penetration depth

The penetration depth, also referred to as the skin depth, of a material is the distance up
to which the incident radiation can traverse through the medium before being attenuated
to 1/e times the incident intensity (or electric field, when talking of skin depth). This
distance is a characteristic property of materials that interact with light, being dependent
on the extinction coefficient, i.e. the imaginary part of the refractive index, and also on the
wavelength or frequency of the radiation.

The complex refractive index of a material allows us to conveniently account for the ab-
sorption and scattering of light through the material, since all real materials attenuate light
to varying degrees.

n = n+ ik (3.11)

Figure 3.25: Values of the refractive indices, n and k, from [227], and the calculated
penetration depth, δp, in the wavelength region of 5 - 300 µm, for soda lime glass which is
used to manufacture microscope glass slides [226].

The real part of the refractive index, n, indicates the phase velocity of the light wave, while
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Figure 3.26: Values of the refractive indices, n and k, from [229], and the calculated
penetration depth, δp, in the wavelength region of 7 - 50 µm, for fused silica quartz which
is used to manufacture microscope quartz slides [231]. We can see that even though the
variation in the penetration depth (δp) values in the broad wavelength range depicted in
this figure seems minor (according to the right-hand y-axis scale), the sharp change in the
values of the penetration depth between 7 to 7.4 µm demonstrates the strong dependence
of the penetration depth on the imaginary part of the refractive index, k.

the imaginary part k refers to the extinction or attenuation coefficient, which is the sum of
the absorption coefficient and the scattering coefficient. We can relate the complex wave
number q to the complex refractive index n through:

q = 2πn/λ0 (3.12)

where, λ0 is the wavelength of light in vacuum. We can insert this expression into the
electric field equation for a plane electromagnetic wave travelling in the x-direction as:

E(x, t) = Re[E0e
i(qx−ωt)] = Re[E0e

i(2π(n+ik)x/λ0−ωt)]

= e−2πkx/λ0Re[E0e
i(qx−ωt)]

(3.13)
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We see that the extinction coefficient leads to an exponential decay of the electric field.
Similarly, we know from the Beer-Lambert Law that the intensity at the position x is re-
lated to the initial intensity and the absorption coefficient by an exponential law, with the
following simplified relation in the case of uniform attenuation and if we consider that the
attenuation coefficient is invariant with x. Therefore, combining the two, we get:

I(x) = I0e
−αx = I0e

−4πkx/λ0 =⇒ α = 4πk/λ0 (3.14)

Figure 3.27: Comparison of the calculated penetration depth values, δp, in the wavelength
region of 7.5 - 14.0 µm, for soda lime glass and fused silica quartz which is used in our
experiments.

When the intensity reduces to 1/e times the value of the initial intensity, the distance x is
known as the penetration depth δp. If we consider the same for the electric field, the distance
is known as the skin depth δe. We can see that both δp and δe are inversely proportional to
the attenuation coefficient.

1

α
= δp =

δe
2

=
λ0

4πk
(3.15)

Even as the use of the quartz slide in front of and in contact with the infrared source was
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able to reduce the inhomogeneities in the source infrared beam, it was much less intense
than using the source just by itself. Subsequently this configuration was also dropped since
the coiled filament source was getting damaged due to the quartz slide softening at the
point of their contact and covering the filament locally, most likely due to the intense local
temperature at the point of contact that exceeded the quartz slide’s softening temperature.

3.2.4 Silicon nitride globar source

The next infrared source that we tried was a Scitec IR-Si253 20 Watt Silicon Nitride globar
source with a right circular cylindrical geometry. It is shaped as a larger diameter solid
cylinder presumably made of alumina whose melting point is beyond 2000◦C, or another
ceramic with a high melting temperature, upon which is stacked another solid cylinder of a
smaller diameter which is the globar itself, with an active area of 2 mm (diameter) x 5 mm
(height), as seen in Figure 3.28. The Silicon Nitride globar has an emissivity of 0.8, and
can reach up to a temperature of 1170◦C [232].

Figure 3.28: Scitec IR-Si 253 Silicon Nitride (Si3N4) globar source that can be operated
up to a maximum temperature of 1170◦C [232].

Since it was not possible to use the method of placing a glass or quartz slide in front of
and in contact with the globar to obtain a more intense and more homogeneous secondary
source due to temperature constraints at the contact interface, the choice of this source
was due to the two considerations of geometry and maximum temperature. We chose to
use an infrared source that had a higher operating temperature to obtain a source beam
of higher intensity. The cylindrical geometry of the Silicon Nitride source would produce
a homogeneous circular beam as well. However, it turned out that due to the stacked
cylinder geometry with two different cylindrical radii, the circular beam was not completely
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Figure 3.29: Longwave infrared speckle seen when using the Scitec IR-Si 253 silicon
nitride (Si3N4) globar source, as shown in Figure 3.28, with concentric circular intensity
inhomogeneities.

Figure 3.30: Scitec MC-234 parabolic reflector mount for Scitec IR-Si 253 silicon nitride
(Si3N4) globar source, as shown in Figure 3.28, with a diameter of 25.4 mm and focal
length of 3.0 mm.

homogeneous. The beam was comprised of two concentric disks whose relative intensity
depended on the exact plane of the globar source being imaged by the camera, and it created

68



intensity artifacts like a bright central spot inside the circular beam or a bright central
annulus outside the central beam, as shown in Figure 3.29. The use of a Scitec MC-234
parabolic reflector of diameter 25.4 mm, as shown in Figure 3.30, to alleviate this problem
did not result in a significant improvement in the observation of a homogeneous intensity
speckle pattern as well.

3.2.5 Silicon carbide globar source

Figure 3.31: Scitec IR-Si 207 silicon carbide (SiC) globar source that can be operated up to
a maximum temperature of 1455◦C [232]: (a) upright view, and (b) sketch of geometrical
dimensions (all in millimeter units) [233].

Finally, we settled on a Scitec IR-Si207 24 Watt Silicon Carbide globar source with an
inverted U-shaped geometry, having an active area of 3 mm (width) x 4.4 mm (length),
as shown in Figure 3.31. The Silicon Carbide globar has an emissivity of 0.8, and can
be heated up to 1455◦C, thereby producing a beam of higher intensity than the previous
infrared sources. The U-shaped geometry is not ideal to achieve a homogeneous source. We
had to trade-off the lack of a homogeneous source - arising from the irregular geometry (see
Figure 3.31 [b]) - for a more intense source, in the face of a dearth of choice in obtaining
commercial longwave infrared emitters suited for our experiment. Therefore, we had to
conceive an optical configuration including a diaphragm to perform spatial selection that
would allow us to overcome the inhomogeneity of the source geometry in the output source
beam so as to obtain a homogeneous and intense circular beam capable of producing an
almost ideal plane wavefront, as described in Section 3.3.

The temperature versus voltage curve for the silicon carbide globar is shown in Figure 3.32,
while the emission versus wavelength characteristics for three different operating condi-
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Figure 3.32: Temperature versus voltage plot for IR-Si 207 silicon carbide (SiC) globar
source, as shown in Figure 3.31 [233].

tions (voltage and current) are shown in Figure 3.33, where the red curve corresponding to
12 V voltage and 1.98 A current pertains to our usual operating conditions. It is instructive
to consider the blackbody curves shown in Figure 3.20, and to see that even as increasing
the temperature of the blackbody source shifts the peak wavelength of the emitted ther-
mal radiation from the longwave infrared towards shorter wavelengths in the visible region
of the electromagnetic spectrum, it still offers a large increase in the spectral radiance at
wavelengths in the longwave infrared. A blackbody at room temperature (see the curve
corresponding to T = 300 K in Figure 3.20) emits about 100 times less thermal radiation
in the longwave infrared (around λ = 10 µm) compared to a blackbody at a temperature of
1200 K. This enhances the source beam intensity in the longwave infrared and enables us
to perform infrared speckle imaging with a better contrast. Thermal sources are known to
have a rather limited luminance as their upper bound is given by blackbody radiation, with
emissivity equal to 1. Alternatively the infrared radiation produced by a synchrotron does
not suffer of the same problem while producing a very broad spectrum and a beam which
is inherently collimated [234] [235].
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Figure 3.33: Emission versus wavelength plot for IR-Si 207 silicon carbide (SiC) globar
source, at three different operating voltage and current conditions [233].

3.3 Point source

In addition to the requirement of optimizing an incoherent broadband longwave infrared
source to produce a homogeneous beam, it is essential to obtain a source that is as close
to an ideal point source as possible, in order to produce after collimation a close-to-ideal
plane wavefront that will produce a reference speckle when passing through the scatter-
ing medium. While this is relatively easy to accomplish in the visible regime of the EM
spectrum, with optical components in the visible regime available off-the-shelf, it is more
difficult to realize this in the longwave infrared range. As shown in Section 3.2, the long-
wave infrared sources that were used were not point sources to begin with. The silicon
nitride source, as described in Section 3.2.4, was the closest to being a point source but
its use was discontinued due to its inability to produce a homogeneous source beam. An
approximate point source would also reduce the spatial incoherence of the source, thereby
improving the speckle contrast of the resulting reference speckle [236] [237] [238]. Con-
sequently, it became necessary to use optical elements to produce experimentally a point
source from the primary infrared source. An effective manner to do this is to use a di-
aphragm or iris which has a small aperture, which is also easily changeable for practical
utility. In the course of the evolution of the setup and its optical components, different iris
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apertures were used to create a good point source.

According to the van Cittert-Zernike theorem, the spatial coherence of an extended light
source depends on the size of the emitter and its distance from the plane of observation.
The spatial coherence area, Ac, is given by [239]:

Ac =
D2λ2

πd2
(3.16)

where D is the distance between the source and the plane where the spatial coherence
area is being calculated, d is the diameter of the light emitter, and λ is the wavelength of
propagating light. This equation shows that the wavefronts from an extended source smooth
out as they propagate away from the source, as is evident in the high spatial coherence of
starlight due to the source stars being an astronomical distance away. In our case, since
the wavelength is more or less fixed within the LWIR range, and the distance D cannot
be extended significantly, the chief parameter to control is the diameter of the secondary
thermal source which is controlled using the iris diaphragm’s aperture diameter. For typical
values of D =50 mm, which is the distance between the iris and the collimating lens, d =1
mm, which is the iris aperture diameter, the reference LWIR wavelength λ = 10 µm, we get
a spatial coherence area of the secondary iris source of about 0.08 mm2 at the collimating
lens, which corresponds to a diameter of 320 µm. Increasing the iris aperture diameter to
just 2 mm reduces this spatial coherence diameter to 80 µm. A more detailed discussion
about coherence is presented in Section 3.3.1.

We used a Thorlabs ID25/M standard post-mounted iris diaphragm with black steel leaves
that could be continuously varied to have an iris aperture diameter between 1 mm and 25
mm. The flexibility offered by this iris diaphragm enabled us to initially find a suitable
aperture size such that the source could be obstructed as much as possible to be close to a
point source without diminishing the intensity to a level where the speckle was not visible
at all.

In a preliminary experimental configuration, the iris aperture diameter could not be re-
duced below 6 mm beyond which the intensity was too faint to observe a speckle. This
led to the realization that additional optical elements were absolutely necessary to build an
experimental setup with adequate intensity from the extant infrared sources without com-
promising heavily on the ability to obtain a point source.
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We also used a Thorlabs ID50Z/M zero aperture post-mounted iris diaphragm that had a
dual layer black steel leaf design with a continuous variability of the iris aperture from 0
mm (fully closed) to 50 mm. This iris was useful when we tried to reduce the aperture even
below the minimum iris aperture diameter of 1 mm - that was possible with the Thorlabs
ID25/M standard iris - to increase the spatial coherence of our source illumination. Due to
the dual leaf design that places the leaves on two adjacent planes in the diaphragm, the iris
aperture becomes elliptical when the diameter is between 1 mm and 0 mm, which alters the
resulting wavefront from the approximate point source.

Since a point source can be approximated in reality using a pinhole, various fixed diameter
iris apertures were fabricated by drilling in an aluminium sheet of thickness 0.5 mm. Alu-
minium has a low emissivity, of ε < 0.1 [240], which is the case for many metals, and the
radiation from the heated iris is therefore minimal. Various pinhole apertures with diame-
ters between 5 mm - 1 mm, and 1000 µm m to 10 µm were fabricated and used as irises.
When the infrared source was placed in contact with glass or quartz slides, the aluminium
sheet of pinhole apertures was also placed just in front of the source and the microscope
slide in the direction of the camera to obtain a nearly point source. However, again, with
the available infrared sources and the very small pinhole sizes, the beam intensity was too
low to form a speckle, which prevented the pinholes from being used to augment the source
infrared beam to be as similar as possible to one that would be obtained from a point source.

A Köhler illumination scheme of two lenses and two diaphragms was also tried but not
adopted finally since a simpler setup with one lens and one iris diaphragm, became viable.
As shown in Figure 3.2, an additional lens was placed between the blackbody source and
the iris diaphragm (which serves as the secondary source) to form a magnified image of the
source on the iris plane. This configuration enabled us to approximate a point source from
an extended blackbody with adequate intensity to form a speckle pattern after undergoing
scattering. We shall discuss in greater detail about coherence length and time now, espe-
cially for thermal radiation, and calculate estimates of these values for our experimental
setup.

3.3.1 Coherence length and time

The coherence length of an electromagnetic wave is the distance along the propagation di-
rection over which the wave retains a defined degree of temporal coherence. In other words,
the phase relation between two points along the propagation axis follow a well-defined re-
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lation ("phase memory") within the characteristic distance of the coherence length. The
coherence length also characterises the upper limit of the range of optical path differences
between waves within which wave interference produces a specified intensity contrast of
the interference pattern. If the optical path difference between two waves is larger than
the coherence length, the waves will not be considered coherent and will not interfere with
each other. A larger value of the coherence length means that the wave is closer to the ideal
case of a purely sinusoidal wave without phase fluctuations.

3.3.1.1 Coherence of light with Gaussian emission spectrum

Light that is not perfectly coherent, as is the case for all real sources, can be considered
to have statistical phase discontinuities over the distance of the coherence length, which is
inversely proportional to the frequency bandwidth of the light source.

The coherence length can be calculated by the equation:

L =
c

n∆f
≈ λ2

n∆λ
= C

λ2

n∆λ
(3.17)

where c is the speed of light in vacuum, n is the real (i.e. non-complex) refractive index of
the medium of propagation, ∆f is the source bandwidth, λ is the central wavelength of the
radiation source, ∆λ is the spectral width of the source, and C is a constant that depends
on the spectral emission profile of the source.

The coherence time of a broadband source is related to the coherence length as [241]:

τ =
L

c
=
C

c

λ2

n∆λ
(3.18)

When the emission spectrum of the source is considered to be Gaussian, the factor C for
the coherence length L is close to 0.5. Depending on the assumptions used during the
derivation, one gets C = 2ln2

π
≈ 0.4413 [242] or C =

√
2ln2
π
≈ 0.6643 [241]. The

coherence length of the light source also determines the axial image resolution. Shorter
coherence lengths from broadband light sources provide finer resolution.

In an interferometric setup, the detected output interference signal is the electric field auto-
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correlation of a light wave. In this case, the coherence length is defined as the full width at
half maximum (FWHM) of the field autocorrelation. The interference fringe visibility V is
defined in terms of the maximum intensity of oscillations, Imax, and the minimum intensity
of oscillations, Imin, expressed mathematically as :

V =
Imax − Imin
Imax + Imin

(3.19)

For a source with Gaussian emission spectrum having a FWHM spectral width of ∆λ, an
optical path difference of ±L will reduce the fringe visibility V by 50%. As the exact
definition of the spectral width ∆λ is ambiguous, the coherence length is also defined
in terms of a measurement carried out by a Michelson interferometer. The optical path
length difference when a laser beam interferes with itself and produces a fringe visibility
V = 1

e
≈ 37% is an alternative definition of the coherence length.

3.3.1.2 Coherence of thermal radiation

However, for a blackbody source, the emission spectrum is not Gaussian, but is described
by the well-known Planck’s law of blackbody radiation, as mentioned in Equation 3.9.
Considering two-beam interference of thermal radiation in a Michelson interferometer, as
shown in [243], with an optical path difference of cτ - with c being the light velocity and τ
being the optical time difference - between the two beams, the intensity of the recombined
wave I(τ) becomes:

I(τ) = I0
1

2

[
1 +
〈E(t) ·E(t− τ)〉
〈[E(t)]2〉

]
(3.20)

where, I0 is the incident wave intensity, t is time, E is the real component of the electric
field vector, and the angular brackets 〈〉 denote a time average over the specified variable.
The power spectrum of blackbody radiation, normalized to 1, is given by:

P (ν) =
15h4ν3

(πkBT )4[ehν/kBT − 1]
(3.21)

where, ν is the frequency of the blackbody radiation, P (ν) is the normalized power spec-
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trum of the electric fieldE(t), h is the Planck constant, kB is the Boltzmann constant, and T
is the absolute temperature of the blackbody source. Using the Wiener-Khintchine theorem
[244] [245], the normalized self-coherence function 〈E(t) ·E(t−τ)〉

〈[E(t)]2〉 is related to the normal-
ized power spectrum P (ν), which leads to the intensity ratio between the recombined wave
and the incident wave being:

I(τ)

I0
=

1

2

[
1 +

15

π4

∫ ∞
0

x3 cos(2πkBTτx/h)

ex − 1
dx

]
(3.22)

From numerical calculations of Equation 3.22, it is shown in [243] that the coherence time
τc and the coherence length lc can be inferred by taking into account the threshold when
the effects of interference are not significant. The coherence time and length of thermal
radiation are then approximately defined as:

τc ∼=
h

4kBT
(3.23)

lc = cτc ∼=
hc

4kBT
(3.24)

which shows that the coherence length and time are both inversely proportional to the
temperature of the blackbody. The effective spectral width of the blackbody radiation ∆ν

and the coherence time τc are related to each other by a reciprocity inequality as established
in [75]:

τc ∆ν ≥ 1

4π
(3.25)

Defining the spectral width of blackbody radiation ∆ν as the full width at half maximum
(FWHM) of P (ν), from Equation 3.21, leads to a numerical result of the spectral width
using Equation 3.23 as:

∆ν =
4.3kBT

h
∼=

1

τc
(3.26)

76



which shows that a decrease in the spectral width of blackbody radiation using a filter leads
to an increase in the coherence length and time [243]. The numerical computation of Equa-
tion 3.22 shows that when the intensity of the recombined wave after interference is half
that of the original incident wave, which in the case of monochromatic light corresponds to
a quarter wavelength (λ/4) optical path difference between the interfering waves, then an
effective wavelength of thermal radiation λeff can be defined as:

λeff =
hc

3.6kBT
≈ 〈λ〉 =

∫∞
0
λB(λ, T )dλ∫∞

0
B(λ, T )dλ

=
hc

2.7kBT
(3.27)

It can clearly be seen that λeff is approximately equal to the mean wavelength of thermal
radiation 〈λ〉, with B(λ, T ) being the spectral density of blackbody radiation as defined in
Equation 3.9.

Therefore, blackbody radiation that has not been filtered using a spectral filter can be con-
sidered to be composed of independent wave trains of finite length lc which follow a random
probability distribution. This length lc is used as the definition of the coherence length for
thermal radiation, and is also approximately equal to the effective wavelength (λeff) of the
wave trains, as shown in Equation 3.27. After computing the constants in Equation 3.24,
the coherence length can be simplified to read:

lc T ∼= 3600 µm K (3.28)

which resembles the form of Wien’s displacement law, which inversely relates the peak
wavelength of the spectral radiance of blackbody radiation λmax to the temperature T as:

λmax T = 2898 µm K ≈ 2900 µm K (3.29)

Finally, we see that the coherence length and the effective, mean and peak wavelengths are
all proportional to each other and are of the same order of magnitude:

lc ≈ 1.11 λeff ≈ 1.48 〈λ〉 ≈ 0.8 λmax (3.30)
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Based on this, we now list the values of the coherence length and coherence time in Table
3.2 for our experimental conditions using the two different approaches described above to
get order of magnitude estimates for the coherence variables. For the first case, we use the
Equations 3.17 and 3.18 which assume a Gaussian emission spectrum, and consider three
different values of the constant C, i.e. C1 = 2ln2

π
≈ 0.4413, C2 =

√
2ln2
π
≈ 0.6643, and

C3 = (C1 + C2)/2 = 0.5528. The parameters we used to calculate the coherence values
are the central wavelength λ = 10 µm, the spectral width ∆λ = 7 µm (i.e. between 7-14
µm), the refractive index of air at 10 µm, nair,10µm = 1.0003 [246], and the speed of light
in vacuum c = 3× 108 m/s which was divided by nair,10µm to get cair,10µm. For the second
case, we use Equations 3.24 and 3.23 for a blackbody radiation spectrum. The temperature
T is calculated by using Wien’s displacement law (see Equation 3.29) considering λmax =

10µm, which gives T = 290K to then calculate the coherence length, and cair,10µm is used
to calculate the coherence time from the calculated coherence length.

Emission
spectrum

Constant value
Coherence length

(µm)
Coherence time

(fs)

Gaussian
0.4413 6 21
0.6643 9 32
0.5528 8 26

Planck
(Blackbody)

- 12 41

Table 3.2: Coherence length and coherence time values computed for longwave infrared
radiation in air centred at 10 µm

We can see from Table 3.2 that the coherence lengths are all on the same order of magnitude
as the reference wavelength of 10 µm of longwave infrared radiation. The coherence times
also fall in the same order of magnitude range, a few tens of femtoseconds. As we have
discussed above, the coherence length sets an upper limit on the optical path difference
between two interfering waves to produce an interference pattern of adequate intensity
contrast. In our case, the scattering medium has an average surface roughness on the order
of 200 nm while the coherence length is at least 1 µm, even if we consider transmission
through a Silicon wafer which has a refractive index of 3.47 (see Table 3.1), by dividing the
coherence length calculated for propagation in air shown in Table 3.2 by Silicon’s refractive
index. This implies that the entire surface of our diffuser along the propagation direction
falls within the coherence length scale, and thus will produce a speckle pattern.
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3.3.1.3 Lateral coherence for speckle observation

It is also instructive to calculate the lateral angular range, i.e. perpendicular to the direction
of propagation, within which two waves can produce an interference pattern at a fixed
distance, from the coherence length. In Figure 3.34, the base of the isosceles triangle
ADB forms a flat surface of the scatterer while the apex C is the observation plane for the
speckle pattern. We consider that a wave from the point D travels to C with an optical path
length equal to d1, while a wave from A to C will have an optical path length of d2. The
optical path difference between the two waves will then be ∆d = d2 − d1 = d1

(
1

cos θ
− 1
)
.

To observe a speckle pattern, the optical path difference must satisfy the inequality ∆d ≤
lc ⇒ lc

d1
+ 1 ≥ sec θ (where, sec θ = 1

cos θ
). Since the secant function is a monotonously

increasing function between 0 to π/2, the inequality can be written as θ ≤ sec−1
(
lc
d1

+ 1
)

.
Considering lc to be 12 µm (see Table 3.2) and d1 to be 1,2,3 and 4 mm, which are the
typical speckle observation plane distances of the camera from the diffuser’s surface in our
experiments, the values of θ turn out to be 9.0◦, 6.4◦, 5.2◦ and 4.5◦ respectively. Any two
waves originating from points within the lateral distance ad = d1 tan (θ) will then be able
to interfere with each other at c, and these distances for d1 = 1-4 mm are 158 µm, 223 µm,
273 µm and 315 µm respectively. We can see therefore in our experiments that the lateral
coherence length for speckle observation is much larger than the typical surface roughness,
leading to the ability for waves from over a large area on the diffuser (compared to the
surface roughness) to interfere with each other in producing the observed speckle pattern.

We shall now discuss about the final critical component of our setup which is the long-
wave infrared camera that we use for speckle imaging, preceded by an overview of thermal
camera technology, which is quite different from typical visible cameras.

3.4 Infrared detector

3.4.1 Bolometers

Bolometers are instruments that can detect thermal radiation and measure them by using a
material whose electrical resistance is sensitive to temperature. It was first invented in 1878
by the astronomer and physicist Samuel Pierpont Langley with a temperature resolution
down to 10◦µC [247] [248]. The essential components of a bolometer include an absorptive
element which is connected to a constant temperature thermal reservoir through a thermal
conductor. When thermal radiation impinges on the absorptive element, the temperature
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Figure 3.34: Lateral angular coherence range calculation sketch

of the absorber increases above the temperature of the thermal reservoir by an amount
proportional to the absorbed power from the incident radiation. Considering that the heat
capacity of the absorber is C, its initial temperature is T , the thermal conductance of the
thermal link between the reservoir and absorber is G, and the power absorbed from the
incident radiation is P , the temperature increase is equivalent to ∆T = P/G. The thermal
time constant of the system is τ = C/G, which characterizes the response speed of the
detector. The temperature increase is measured by a resistive thermometer which can be
a separate material that is attached to the absorber or the absorbing material itself. The
measured temperature increase then allows the calculation of the incident power absorbed
by the relation above [249].

Bolometers are highly sensitive and have good energy resolution capabilities which are
further improved if operated at cryogenic temperatures. There are usually two mechanisms
that are employed to cool commercial bolometers - coolers based on the Stirling cycle [251]
[252] and cooling using liquid nitrogen [253] - both of which make cameras based on these
techniques more expensive, decrease their portability and make the imaging process more
cumbersome.
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Figure 3.35: Schematic of a bolometer - essentially comprising a thermal radiation ab-
sorber connected to a thermal reservoir at a constant temperature through a thermal con-
ductor - which is able to measure the power of incident thermal radiation by measuring the
temperature change due to the incident radiation using a resistive thermometer [250].

3.4.2 Microbolometers

An improvement over the basic bolometer technology in the longwave infrared is the mi-
crobolometer [254]. A microbolometer is also a thermal sensor akin to a bolometer, i.e.
based on the measurement of the thermal radiation using a temperature-dependent elec-
trically resisitive material, but it is an uncooled thermal sensing device. This has enabled
the development of commercial uncooled thermal cameras with a thermal sensitivity in the
order of a few milli Kelvins (mK) [255].

Microbolometers are arrays of individual pixels that detect longwave infrared radiation
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Figure 3.36: Cross-sectional scheme of a typical microbolometer pixel - consisting of a
thermal absorber material that absorbs incident LWIR radiation which is placed above a
substrate in a bridge structure to prevent thermal conduction with the substrate and readout
circuitry below except for the tiny electrical contacts, thus eliminating the need for active
cooling, and a reflector to redirect unabsorbed incident radiation to the absorber, all in a
sealed vacuum enclosure [256].

between the wavelengths 7.5 - 14 µm. A single pixel consists of many layers in a bridge
architecture on a substrate, each of which function similar to the essential components used
in a bolometer. A typical microbolometer pixel is built using a silicon layer as the substrate
which also comprises an integrated circuit for image readout. Thin L-shaped electrodes are
manufactured by depositing a layer on the substrate and etching away the area to be re-
moved later. The absorbing layer is deposited above the electrodes and connected to them
by gold contacts. Different materials are used to make the absorbing layer, though any
good absorber should have a high responsivity to convert the incoming thermal radiation to
electrical signals while keeping the noise much lower than the signal. The bridge structure
- with a hollow space of a few micrometers between the absorbing layer and the substrate
- enables the absorber to be thermally isolated from the readout circuitry and allows it to
function as a bolometer without requiring active cooling. A reflector layer is placed in
contact with the substrate and below the absorber to redirect any unabsorbed light back
to the absorber for maximum absorption of the incident thermal radiation. The whole mi-
crobolometer pixel array is enclosed in a vacuum to achieve thermal isolation and prevent
air conduction between the thermistors and the readout integrated circuit, which could oth-
erwise dampen the sensor responsivity, as well as to increase its lifespan by protecting the
fragile thermistor array in vacuum [257] [258].
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3.4.3 Microbolometer detector responsivity

The responsivity of the detector, which needs to be high, depends on a few key material
properties of the absorber [259]:

• Temperature coefficient of resistance

• Pink noise characteristics

• Resistance

3.4.3.1 Temperature coefficient of resistance

A good detector needs to be manufactured from a material that exhibits a large resistance
change when there is a small change in the temperature. This is quantified by the material’s
temperature coefficient of resistance (TCR) [259]. A material with a TCR that remains
constant over the entire temperature range of the camera’s operational conditions is also
useful since it leads to reliable temperature measurements without the need to correct for
the temperature dependence of the TCR. Additionally, as the absorber is heated, the re-
sistance of the material must decrease, and so a material with a negative TCR is required.
Materials with positive temperature coefficients (PTC) of resistance have limited lifetimes
in harsh thermal control situations as they have low PTC intensity (i.e. the logarithm of
the ratio of the maximum resistivity to the room temperature resistivity, which quantifies
their operational range in terms of temperature, current and voltage) and poor PTC repro-
ducibility [260]. The typical use of such materials is in high temperature ranges and not in
the room temperature range [261] - which is our temperature range of interest, correspond-
ing to the longwave infrared region. The absorbing thermal sensing detector of current
commercial microbolometers are primarily made up of vanadium oxide (VOx) which has
a negative TCR of ~2%/K [262] and doped amorphous silicon (a-Si) with negative TCR
values of 2%–5%/K [263]. Even as some vanadium oxide detectors have higher TCR val-
ues like 6.5 %/K [264], boron-doped amorphous silicon is being increasingly used in place
of vanadium oxide for large commercial microbolometer arrays. Boron-doped amorphous
silicon has larger TCR values in general, and it is also fully compatible with the silicon
complementary metal oxide semiconductor (CMOS) process that is used to make camera
detectors industrially.
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3.4.3.2 Pink (1/f) noise characteristics

The next important factor for the choice of an appropriate absorbing detector material in
an uncooled microbolometer is the 1/f noise, also known as pink noise [265]. Pink noise
carries an equal amount of noise energy for each frequency doubling or halving (octave)
interval. In contrast, white noise has a constant power spectral density and has the same
intensity at every frequency.

Thermal detectors undergo a change in their temperature when exposed to an incoming
infrared radiation flux. To offset and monitor this change, the detectors are electrically
biased using a bias current [266]. This electrical biasing leads to Joule heating which alters
the resistance of the microbolometer. This self-heating process occurs over a very short
duration compared to the thermal time constant of the microbolometer, but due to the bias
power being much higher than the power of infrared radiation, it increases the temperature
of the microbolometer significantly and results in a temperature drift driven by bias self-
heating. As the heat generated from this Joule heating cannot be rapidly dissipated to the
substrate by thermal conduction, there have been developments in the design of the readout
circuit to compensate for the self-heating to improve imaging performance [267].

Increasing the detector bias leads to an improvement in the noise equivalent temperature
difference (NETD), thus increasing its sensitivity. On the other hand, both responsivity
and 1/f noise increase with the bias linearly. The NETD of a bolometer is defined as
the temperature difference, between two large blackbodies placed next to each other and
viewed by two-halves of the infrared imaging system, that is necessary to increase the
output signal-to-noise ratio of the respective imaging half-arrays by unity [268]. The 1/f
noise, therefore, limits the performance of the microbolometer detector by limiting the bias
power that can be applied without increasing noise levels substantially [269]. Additionally,
1/f noise leads to detector drift and high spatial noise at low frequencies, which has a higher
debilitating effect on target recognition than a similar amount of temporal noise.

Even if the detector temperature is stable and a calibration shutter is used, the spatial noise
originating from 1/f noise causes a temporal degradation of performance. The coherence
of the low frequency components also renders averaging over many samples ineffective in
reducing the noise effectively. In contrast, averaging of white noise over many samples
improves the signal to noise ratio. The effects of 1/f noise includes signal measurement
uncertainties, spatial and temporal noise, and errors in non-uniformity correction, all of
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which degrades imaging performance [270]. All these detrimental effects are the reason
for choosing a detector which has the least 1/f noise given the other considerations [271].

3.4.3.3 Detector resistivity

The third important factor to be considered in choosing a highly responsive detector is
the resistance of the detector material itself. It is necessary to use a material that has a
low resistivity so that it can generate a higher detection current at a constant bias voltage.
Secondly, the resistivity of a material also affects the Johnson-Nyquist noise, which adds
to the total detector noise [272].

Johnson–Nyquist noise, also known as thermal noise, arises from the thermal motion of
electrons (or charge carriers) inside an electrical conductor at equilibrium [273] [274].
Johnson-Nyquist noise is present in all electrical circuits, irrespective of applied voltage,
and can be a limiting noise in some instruments [275]. It is an example of the general
fluctuation-dissipation theorem in physical systems. Johnson-Nyquist noise power is lin-
early proportional to temperature, with increasing temperature leading to higher thermal
noise power. In an ideal resistor, thermal noise has an approximately constant power spec-
tral density, similar to white noise, except at very high frequencies (beyond 1 THz) [276],
while in a finite bandwidth system, it approximates a Gaussian amplitude distribution. The
resistivity values of typical detector materials like doped and undoped Vanadium oxide ab-
sorbers range from 0.01 Ω cm to 10 Ω cm, which are in accordance with the requirements
of state-of-the-art read-out circuitry for microbolometer arrays [277].

The reduction in the microbolometer pixel size over the years, and the proportional increase
in the number of pixels per unit area leads to higher image resolution, but at the cost of a
higher NETD since smaller pixels are less sensitive to incident infrared radiation. State-of-
the-art microbolometer arrays have NETD values that are about 10 mK [278].

3.4.4 FLIR longwave infrared camera

A principal component of our experimental setup, and indeed the whole project, is our
longwave infrared camera. We use a FLIR A655sc thermal infrared camera, shown in
Figure 3.37, whose sensor is a focal plane array built using uncooled microbolometers of
Vanadium Oxide (VoX). As discussed in Section 3.4.2, microbolometers are pixel arrays
of sensors containing resistive elements that convert detected heat to electrical signals that
can then form an image.
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Figure 3.37: FLIR A655sc longwave infrared uncooled microbolometric camera: (a)
sketch of geometrical dimensions, and (b) upright view, when used with the camera’s pri-
mary f = 26.4 mm lens [279].

The camera we use has 640 x 480 pixels with a 16 bit intensity-encoding dynamic and a
frame rate of 50 Hz. It is possible to image at higher frequencies, though only by reducing
the sensor area, with two windowing modes for imaging - one for 640 x 240 pixels at 100
Hz and the other for 640 x 120 pixels at 200 Hz. The size of each pixel is 17 µm across
the diagonal. The incident infrared radiation is detected via an 8 ms rolling shutter readout.
In a rolling shutter readout, all the pixels are not captured at the same time but the shutter
records a subset of pixels sequentially over time in a specific direction until all the pixels
have been acquired. It works in the entire LWIR spectral range from 7.5 to 14 µm, and
can detect temperatures between -40 and 650◦C, with a thermal sensitivity or NETD of
30 mK. The accuracy of the camera’s temperature measurement is ± 2◦C or ± 2% of
the reading value. The emissivity of the camera can be varied and we usually set it to
0.92. It is quite compact - weighing 0.9 kg and measuring 216 mm (length) x 73 mm
(width) x 75 mm (height). It is therefore comparatively much more portable than cooled
thermal cameras, which require either a Stirling cycle engine or a liquid nitrogen supply
for cooling. This compactness and portability arising from the uncooled microbolometer
technology has been a key motivation for using this commercial LWIR camera to develop
our imaging technique since it can be used in applications like those in industrial settings
with greater ease than cooled thermal cameras.

The camera’s primary lens contains 3 aspheric lenses with a front lens diameter of 32 mm.
The focal length is 24.6 mm with a minimum focus distance of 25 cm. This lens has an
F-number of 1.0, which is the ratio between the focal length of the lens and the maximum
diameter of the aperture or entrance pupil. The field of view is 25◦ x 19◦ i.e. 31◦ across the
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diagonal, and it has a spatial resolution or instantaneous field of view (IFOV) of 680 µrad.
The depth of field of this lens when the object plane is 50 cm away is ± 1 cm.

We also use a second close-up lens with the camera which has a magnification of 1.5x. This
close-up objective lens contains 4 aspheric lenses with a front lens diameter of 52 mm. The
focal length is 62 mm with a minimum focus distance of 46 mm, which is also our usual
working distance for this lens. This lens has an F-number of 1.1. The field of view is 16
mm x 12 mm i.e. 22 mm across the diagonal, and it has a spatial resolution or instantaneous
field of view (IFOV) of 25 µm . The depth of field of this lens is 210 µm , which makes it
critically useful to image the longwave infrared speckles at a fixed plane. Indeed, the first
longwave infrared speckle pattern that we observed using our setup, as shown in Figure
3.12, was obtained using this close-up lens.

3.4.5 Summary

In this chapter, we have looked at how the key elements of a speckle imaging system
using scattering media were optimally developed and put together to build a longwave
infrared speckle imaging setup - broadly, the scattering medium, the infrared source and
the necessary optics to produce an approximate point source, the uncooled infrared camera
and the associated infrared optics. The present experimental configuration, as shown in
Figure 3.2, will then be utilized to carry out longwave infrared wavefront sensing, with
the post-imaging processing and wavefront reconstruction being described in Chapter 4,
as well as presenting the first results of LWIR wavefront sensing using speckle imaging
demonstrated using the setup developed.
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Chapter 4

Wavefront Reconstruction
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4.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

In Chapter 3, we have discussed the experimental setup developed for longwave infrared
speckle imaging. In this chapter, we will look at the manner in which the speckle patterns
are processed and treated to reconstruct phase images or wavefronts of infrared objects.
We will discuss the speckle image processing and wavefront reconstruction algorithm, fol-
lowed by a discussion on the first results in longwave infrared phase reconstruction. Some
results about characterizations of the scattering media, additional results obtained from the
reconstructed wavefronts after infrared speckle imaging, and future possibilities of work
will be also briefly delved into.

4.1 Processing of the speckle images

The processing of data acquired in the form of speckle images produced when infrared light
from a thermal source passes through a thin scattering medium after having been subjected
to a possible deformation of its wavefront is one of the critical parts of this experimental
project. Indeed, in any imaging experiment, just as it is essential to have an optimal experi-
mental setup for the acquisition of images, it subsequently becomes necessary to treat these
acquired images properly to derive physically meaningful and high fidelity results from the
experiments. As the experimental setup has evolved over the course of this thesis project
to achieve better phase imaging capabilities, so has the image processing workflow itself.

Since we carry out speckle imaging, and specifically in the longwave infrared, it is princi-
pally important to register the speckle pattern to the best possible accuracy and precision.
While this is obviously limited by the camera sensor’s design and working conditions, the
captured image can then be processed digitally to improve on this aspect or to at least
prevent degradation in image quality in a subsequent part of the processing. The major
issues in our image processing approach are to ensure that the speckle pattern that is cap-
tured is a relatively temporally static speckle, that the background signal and noise signal
can be eliminated to the greatest possible degree in the acquired speckle images, and that
these processed speckle patterns can then be used in the phase reconstruction algorithm we
employ, to obtain physically viable and accurate results.

As discussed earlier, infrared images suffer from a strong background caused by camera
technologies, but also by the fact that experiments are conducted in a non-zero Kelvin lab-
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Figure 4.1: The mean of a single pixel over all 100 recorded raw image frames is cal-
culated, for each of the 640 x 480 pixels, and the resulting image is considered the raw
averaged speckle image.

oratory, where the environment emits infrared light. In a typical experiment, we capture
movies of 100 frames at a frame rate of 50 Hz for the entire field of view of the cam-
era sensor’s 640 x 480 pixels. Background images are taken with all the optics in place
without the source beam, as a reference measurement of the signal from the environment
and the associated camera noise. Similarly, a reference speckle pattern is captured when a
plane wavefront from a thermal source illuminates the thin scatterer and a speckle pattern
is formed after transmission. A sample speckle pattern is similarly captured, but with the
plane wavefront being incident on a phase object (sample) which creates a distorted wave-
front. The distorted wavefront is incident on the scatterer and the slightly altered speckle
pattern, formed after transmission through the scatterer, is imaged by the camera as the
sample speckle pattern.

The images are recorded by the camera and stored using its proprietary control software
into the .seq format. The raw .seq files contain 100 frames of each speckle pattern imaged
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Figure 4.2: A Gaussian filter with σ = 10 pixels is used to smooth the raw averaged
speckle image (shown in Figure 4.1), obtaining a low-pass filtered speckle image that con-
tains the low spatial frequency components which are used as a subtractive mask for the
final processed image (shown in Figure 4.3).

at 50 Hz. These files are then read by a simple MATLAB code, where every pixel’s mean
value is computed to obtain a composite image from all the acquired frames in the raw im-
age sequence files. The averaged reference and sample speckle images are then individually
passed through a Gaussian filtering routine. A Gaussian filter of σ = 10 pixels smoothes
the input speckle pattern (shown in Figure 4.1), and produces a filtered image mask where
the low spatial frequency features are retained while the high spatial frequency features are
filtered out. This smoothed image mask (shown in Figure 4.2) is then subtracted from the
averaged original speckle pattern to remove the strong low spatial frequency features and
retain higher spatial frequency details like the speckle grains themselves, and obtain the
final high-pass filtered image (shown in Figure 4.3).

This filtering step ensures that some of the intensity inhomogeneities and vignetting effects
on the boundaries of the image in the averaged speckle image are removed, thereby also
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Figure 4.3: The low-pass Gaussian filtered image shown in Figure 4.2 is subtracted from
the raw averaged speckle image (shown in Figure 4.1) to obtain the final processed im-
age presented here. It corresponds to a Gaussian high-pass filtered speckle that has been
removed of low spatial frequency intensity inhomogeneities while preserving the higher
spatial frequency speckle grain features. Figures 4.1, 4.2 & 4.3 all depict images that cor-
respond to the camera’s 640 x 480 pixels measuring 10.88 mm x 8.16 mm on the camera
sensor plane.

increasing the contrast of the speckle grains in the image. These filtered and averaged ref-
erence and sample speckle images are then used as input into the wavefront reconstruction
algorithm to obtain the reconstructed wavefronts, as will be detailed in Section 4.2.

4.2 Wavefront reconstruction algorithm

We are interested in reconstructing the relative phase delay between a plane wavefront and
a wavefront originating from a phase object that distorts a plane wavefront. This is achieved
by using the different speckle patterns that are produced when the wavefronts are scattered
and transmitted through a thin scattering medium in the two different conditions. The dis-
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tortion of the reference plane wavefront due to the phase object induces small shifts in the
speckle grains present in the reference speckle pattern. Hence, the map of the displacement
field needs to be calculated from our measurements performed with and without a phase
object.

The minuscule displacements of the speckle grains between the reference and sample
speckle are computed using the diffeomorphic Demons algorithm. The algorithm uses ef-
fectors known as Demons to alter a deformable grid of the sample image to diffuse through
the contours of the static reference image, ultimately trying to match the two, as discussed
in Section 2.1.4.1. In our implementation, we utilize the Demons algorithm for non-rigid
image registration, which is a part of the Matlab image processing toolbox and can be ac-
cessed through the function imregdemons. This algorithm employs iterative second-order
gradient descent to minimize a mean squared difference function. To achieve multi-scale
optimization and mitigate issues with local minima stagnation, we iteratively update and
smooth the displacement vector map using Gaussian filters of diminishing dimensions.
The algorithm calculates the displacement vectors using the gradient of the moving image
and updates the deformation field accordingly. The integration step can be expressed as:
D(x, y) = D(x, y) + StepSize ∗ ∇Mnew(x, y), where D(x, y) is the deformation field,
StepSize is the step size, and ∇Mnew(x, y) is the gradient of the updated moving image.
The process continues until convergence, refining the deformation field and aligning the
images.

The displacement field obtained from imregdemons is passed to another function in our
code to perform the integration step and obtain the integrated gradient. This function com-
putes the cumulative sum of gradients along the x and y directions for each pixel in the
image. This results in a representation of the total gradient magnitude accumulated from a
given reference point to each pixel location. The integrated gradient is obtained by integrat-
ing the gradients along a path from the reference point to the target pixel. The code uses
the 2D Fast Fourier Transform (FFT) and its inverse (IFFT) to compute the gradients and
perform the integration. The FFT operation converts the gradients from the spatial domain
to the frequency domain. Then, the integration is performed by dividing the transformed
gradients by the frequency components. Finally, the IFFT operation is applied with zero-
padding, which converts the integrated gradient field back to the spatial domain, and the
real component is obtained. The Demons algorithm is quite efficient in reconstructing the
wavefront from the two speckle images and takes about 10 seconds for a single wavefront
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reconstruction, which means that wavefront reconstruction can be possibly carried out in
real-time for applications in which the dynamics evolves on the timescale of a few minutes
and beyond.

4.3 Angular memory effect characterization

Figure 4.4: A speckle pattern is a unique fingerprint of the incident wavefront on a thin
scattering medium. (a) A plane (reference) wavefront produces a reference speckle pattern
after transmission through a thin surface scatterer, while a global tilt of the same plane
wavefront by the angle θ also results in the same speckle pattern, only shifted by an amount
s = (dz)θ at a distance dz, a phenomenon known as the angular memory effect. (b) A
local tilt in the wavefront (induced by a sample) changes the speckle pattern and results in
a distorted sample speckle which is different from the reference speckle pattern.

We shall now characterize the angular memory effect characteristics of our single side
polished Silicon wafer diffuser. The angular memory effect is the phenomenon whereby
a small global tilt in the input wavefront impinging on a thin scattering medium does not
change the speckle pattern completely but only shifts the original speckle pattern in the
transverse distance by an amount proportional to the tilt, as illustrated in Figure 4.4. It is
a key characteristic of thin scattering media to have a high angular memory effect which
enables precise wavefront sensing, due to a greater degree of correspondence between the
incident wavefront’s local phase information to the local speckle grain shifts in the captured
speckle image. We wanted to experimentally measure the angular memory effect range of
our diffuser to quantify this characteristic and verify that the diffuser we use satisfies the
expected high memory effect shown by thin scatterers.
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Figure 4.5: LWIR speckle imaging setup to characterize the angular memory effect of the
scattering medium: (a) A blackbody source produces a plane wavefront which is incident
on the scattering diffuser and forms a speckle that is imaged at a fixed imaging plane of a
thermal camera. (b) To characterize the angular memory effect, we tilt a reference wave-
front (a plane wavefront, in this case) globally by different angles, which is achieved by
changing the position of the source, the secondary source image forming lens, and the iris
in conjunction (to have the same intensity as the reference), which upon collimation forms a
plane wavefront tilted by the variable angle θ. This tilted plane wavefront is incident on the
diffuser, and the corresponding speckle pattern is imaged by the camera, with appropriate
translations using micrometer translation stages to image the same speckle position. The
resultant speckle pattern is identical to the reference speckle but has a global translation
shift due to the global tilt of angle θ of the plane wavefront.

A specific wavefront produces a corresponding unique speckle pattern, whose relative grain
positions do not change if the wavefront globally shifts by an angle θ. However, a local tilt
in the wavefront produces a local deformation of the speckle pattern, which makes it pos-
sible to perform precise wavefront sensing as the speckle pattern is a unique fingerprint of
the incident wavefront. The memory effect has been previously discussed in Section 2.1.4,
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where the first reportage of the effect in literature is described, while the basic theoretical
treatment regarding the effect is briefly reviewed in Section 2.2.2.3.

In our experiments to characterize the angular memory effect, using the setup described in
Figure 4.5, we change the tilt angle θ of the plane wavefront in increments of 0.5◦ from
the reference incidence angle of 0◦ (which corresponds to Figure 4.5 (a)) to 3.5◦ on either
side of the optical axis. After the different speckle images are acquired which correspond
to the different incidence angles of the plane wavefront on the diffuser, a small fixed win-
dow of the reference speckle image (typically 60 x 60 pixels around the central pixel) is
cross-correlated with the shifted speckle images to find their maximum. The normalized
cross-correlation of the two images gives us a measure of the similarity of the two speckle
patterns, and is calculated as:

Rxy(m,n) =

∑M
i=1

∑N
j=1[x(i, j)− x̄][y(i−m, j − n)− ȳ]√∑M

i=1

∑N
j=1[x(i, j)− x̄]2

∑M
i=1

∑N
j=1[y(i, j)− ȳ]2

(4.1)

where x and y are the input images, M and N are the dimensions of the input images,
m and n are the row and column offsets, respectively, of the template with respect to the
input image, and x̄ and ȳ are the means of the input images. The output of the function,
Rxy(m,n), represents the similarity of the template and the input image at each position.
The maximum of the normalized auto-correlation function corresponds to the highest rel-
ative similarity between the reference speckle and the angular incidence speckle pattern,
when the reference speckle pattern has been shifted by the same amount as the angular
incidence speckle pattern has translated due to the memory effect. The position of the
maximum of the normalized auto-correlation function therefore enables us to obtain this
global speckle translation shift.

We see, in Figure 4.6, the maximum values of the normalized cross-correlation between
the reference on-axis incidence speckle pattern and the individual shifted speckle patterns
from off-axis incidences between 0.5◦ to 3.5◦ on either side of the optical axis, all of which
are close to 1. The auto-correlation maxima values range between 0.90 and 0.97. The
maximum normalized cross-correlation value of 1 would be theoretically expected for all
the off-axis incidence speckle patterns, in the ideal case of them being exactly the same
speckle pattern as the reference on-axis incidence speckle pattern with only a translation
shift. We can see that our experimental angular memory effect results are in very good
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Figure 4.6: Angular memory effect characterization of a single side polished Silicon dif-
fuser in an LWIR speckle imaging setup. With our diffuser, we see that the angular memory
effect is satisfied over an angular range of about 3 degrees on either side of the axis. We
quantify the cross-correlation of the off-axis speckles with the on-axis reference, and it
turns out that our diffuser is very close to the infinite angular memory effect regime. The
distance between the diffuser and the imaging plane of the camera (dz) is 4 mm, in this
case.

agreement with the expected ideal scenario, which points out to a high angular memory
effect for our single side polished Silicon wafer within a range of ±3.5◦ from the optical
axis. This result implies that we can use our imaging setup to carry out wavefront recon-
struction using the high fidelity of the speckle shifts that are due to the angular memory
effect. This large angular memory effect permits a one-to-one correspondence from the in-
cident wavefront’s local phase information to the local speckle grain shifts in the captured
speckle image, thereby enabling precise wavefront sensing.

The cross-correlation between the reference speckle and the off-axis speckles gives us a
quantitative estimate of the similarity between the speckle patterns, as we saw through the
plot of the maximum values against the incidence angle in Figure 4.6. The position of
the maximum of the cross-correlation functions, on the other hand, gives a measure of the
global speckle translation shift between the reference and off-axis incidence speckles. As
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Figure 4.7: The estimated global speckle translation shift between an off-axis incidence
speckle pattern and the reference on-axis speckle pattern is plotted against the incidence
angle, which follows a well-defined linear relation, as expected in the angular memory ef-
fect range. A fit of the data points gives us an alternative experimental measurement of the
distance between the diffuser and the speckle imaging plane of the camera, which is useful
as a parameter for the Demons algorithm for wavefront reconstruction. The distance be-
tween the diffuser and the imaging plane of the camera (dz), as measured by a micrometer
scale is 4 mm.

we have seen in Figure 4.4, the speckle shift s is a function of the incidence tilt angle θ and
the distance between the diffuser and the imaging plane of the camera where the speckle is
captured, dz. In the angular memory effect range, the relationship between the speckle shift
and the tilt angle is expected to be linear, with the constant distance dz being the slope of
the speckle shift versus tilt angle curve. In Figure 4.7, we use the experimental data from
our angular memory effect characterization experiment to see if this linear relationship
between the speckle shift and the tilt angle is satisfied, as well as estimating the value of dz
using a linear fit to the data points. We see in the plot that the linear relationship is clearly
satisfied, as expected, with the linear fit in close agreement with the experimental data. The
speckle shift of the farthest off-axis incidence speckle with respect to the reference on-axis
incidence speckle is less than 200 µm on either side of the optical axis, which corresponds
to less than 10 pixels considering the pixel size of 17 µm, again alluding to the fairly large
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angular memory effect regime we operate in. The slope of the fit gives a value of the
distance between the diffuser and the speckle imaging plane to be 4.35 mm , as compared
to the value of the same distance measured experimentally using a micrometer translation
stage being 4.00 mm, which is 9% off and within experimental tolerance. In addition to
reinforcing the validity of the angular memory effect regime of our diffuser in this imaging
setup, the value of the distance from the fit also serves as an additional estimate of the
distance value which is used as a calibration constant in the Demons algorithm.

It is pertinent to note here that the estimation of the value and position of the maxima of the
2-D normalized auto-correlation function between each off-axis incidence speckle and the
reference on-axis incidence speckle was carried out by using a 2-D Gaussian fit of the peak
of the normalized auto-correlation function to obtain a smoother and more symmetric pre-
cise estimate of the values. We can see in Figure 4.8 a glimpse of the difference introduced
to the normalized cross-correlation function’s peak upon being fitted by a 2-D Gaussian
surface, by enabling a well-centred and localized estimation of the peak position.

Figure 4.8: 2-D Gaussian surface fitting is employed to obtain a symmetric, smooth, and
well-centred localization of the peak of the cross-correlation function between a reference
on-axis incidence speckle and an off-axis incidence speckle for computing the maxima
values, as shown in Figure 4.6, and the speckle shifts, as shown in Figure 4.7. The x and y
axes are expressed in pixels, showing a window of 30 x 30 pixels around the maxima, and
the z-axis is the normalized auto-correlation function’s value.
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4.3.1 Angular memory effect for varying diffuser - speckle imaging
plane distances

Figure 4.9: Angular memory effect experimental characterization at varying distances be-
tween the diffuser and the imaging plane of the camera where the speckle is observed, as
denoted by dz in Figure 4.4: (a)-(c) are the cross-correlation maxima values for off-axis in-
cidence speckles w.r.t. the reference on-axis speckle for distances dz = 1, 2, 3 mm, similar
to Figure 4.6 where the same plot for dz = 4 mm is shown; (d)-(f) are the speckle transla-
tion shift versus incidence angle curves for distances dz = 1, 2, 3 mm, akin to Figure 4.7
which is for dz = 4 mm.

Figure 4.9 shows the characterization of the angular memory effect in our experiment by
varying the distance between the diffuser and the speckle imaging plane of the camera.
This allows to verify if the angular memory effect remains valid at varying distances and
also to test the fidelity of the distance estimation from the linear fit between the speckle
shift and tilt angle curve for different distances. As we can see in the plots (a), (b), and
(c) of Figure 4.9, the curves depicting the maxima of the normalized cross-correlation are
not significantly different from 4.6. On the corresponding plots to the right, in the (d), (e),
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and (f) sub-plots of Figure 4.9, we see the same linear behaviour as in Figure 4.7. The
value of the farthest off-axis incidence speckle shifts increase as the distance dz increases,
which is as expected, and the values of the linear fit also closely match the micrometer scale
measured distance values of dz = 1, 2, and 3 mm. The difference between the measured
distance values and the distance values estimated from the linear fit all remain less than
10%, with the difference decreasing with the decrease in the distance value. The slope of
the linear fit for dz = 1 mm is 1.0 mm which is a difference of 1% w.r.t. the measured
value, with the difference for the distance dz = 2 mm being 4%, for dz = 3 mm being
7% and for dz = 4 mm (shown in Figure 4.7) being 9%. These values are then used as an
alternative value for the input parameter in the Demons algorithm where the distance dz is
used as a calibration constant for the wavefront reconstruction process. Since the difference
between the measured distance values and the estimated distance values from the linear fits
of the angular memory effect experiment do not differ greatly, there is only a slight variation
in the reconstructed wavefront results that we have discussed above. The slope increases
with increasing dz due to the increase in sensitivity but the number of available phase
pixels for imaging (i.e. the visible field) decreases, and the interplay between these factors
produces the angular memory effect trends above. Additionally, this close agreement of
the differently obtained distance values point to the fidelity of the value of the distance
as the calibration constant, and also demonstrates a utility of the angular memory effect
characterization itself.

4.4 Speckle grain size estimation

To complement our investigation of the memory effect, as discussed in Section 4.3, we
have also characterized the average size of a speckle grain in our acquired LWIR speckle
patterns, which is an important property of the speckle patterns. The value of the speckle
grain size is critical in the resolution of the speckle by the camera, which also impacts the
speckle intensity contrast. In order to obtain the average speckle grain size of the LWIR
speckles imaged by our setup, we carry out a 2-D autocorrelation of the speckle image.
The average radius of a plane cut of the peak (maxima) of the normalized autocorrelation
function at the plane where the value of the normalized auto correlation function is 0.1
gives us an estimate of the speckle grain size for the image, as shown for visible speckles
earlier [280].

In Figure 4.10, we see a sample speckle pattern when a spherical wavefront from a Zinc
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Selenide (ZnSe) plano-convex lens of focal length 1 metre is incident on the diffuser to
create such a speckle. The intensity values of the individual pixels are summed over 100
frames of the acquired LWIR speckle image to represent an average intensity value over
each pixel. We then show the averaged intensity values of all the individual pixels in the
figure, which are represented as digital counts that the camera records. The speckle shown
in Figure 4.10, as well as the histogram representation of the same speckle in Figure 4.11
is unfiltered by the Gaussian filtering process described in Section 4.1. The autocorrela-
tion function shown in Figure 4.12 is plotted after the raw speckle pattern (averaged over
100 frames) undergoes spatial filtering to reduce low spatial frequency intensity inhomo-
geneities, which we can see at the edges, for example. This should also give an idea of
the necessity of carrying out spatial filtering in the image processing workflow to aid in
obtaining speckles with better contrast.

Figure 4.10: A representative speckle pattern when a spherical wavefront from a Zinc
Selenide (ZnSe) lens of focal length 1 metre impinges on the diffuser which is placed at a
distance of 1 mm from the speckle imaging plane. The x-axis represents 680 camera pixels
and the y-axis represents 480 camera pixels.
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Figure 4.11 shows the distribution of the pixel-wise averaged intensity values of the sample
speckle pattern shown in Figure 4.10. The minimum value of the intensity is 13932 digital
counts, while the maximum is 14272, with a mean of 14118, and standard deviation of
38 digital counts. The standard deviation of the intensity values is about 2% of the mean
(calculated after the dark count of 13150 digital counts has been subtracted), which points
to the fact that the intensity fluctuations are over a very small range of intensity values, and
are therefore sensitive to camera resolution. We assume that the zero signal corresponds
to the dark count value of the infrared radiation in our calculations of the statistical prop-
erties of the speckle image. The dark count value is taken from an LWIR image of a low
emissivity aluminium sheet which approximately reflects a lower bound on the constant
background signal that is incident on the thermal camera in our experimental room. The
signal of interest associated to the speckle is thus superimposed on a very large offset pro-
duced by background thermal radiation. This is inherent to the use of a longwave infrared
uncooled camera and is crucially different from speckle imaging at visible wavelengths,
where the background is nearly zero and a large dynamic range is available to record the
speckle image [51], as can be seen in Figure 4.11 (b). This reduces the contrast C of the
speckle pattern, which is computed according to the equation C = σ

〈I〉 , and turns out to be
0.02 for the LWIR speckle as opposed to 0.91 for the visible speckle image.

Figure 4.11: (a) Histogram of the occurrences of the digital count intensity values of an
LWIR speckle pattern, as shown in Figure 4.10, compared with the (b) Histogram of a
visible speckle pattern, as shown in the inset (c). The difference in the dynamic range
between the LWIR speckle - whose intensity values have been subtracted by a dark count
value of 13150 digital counts - and the visible speckle - is clearly visible.

The 2-D autocorrelation function of an image gives a quantitative estimate of the spatial di-
mensions over which the image has a high degree of similarity. It is well suited to determine
the typical size of repeating features such as speckle grains in the absence of periodicity
in the image. The computation of the normalized autocorrelation function, as shown in
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Figure 4.12: Speckle grain size estimate from the 2-D normalized autocorrelation function
of a speckle intensity pattern: (a) shows the sample speckle pattern shown in Figure 4.10
which is used for the estimate, (b) depicts the 2-D normalized autocorrelation function of
the image (a), with the sharp peak of the function shown at the centre. A magnified view of
the 2-D normalized autocorrelation function at the centre, corresponding to the dotted re-
gion, is shown in the inset plot (c), with a plane cut made at the normalized autocorrelation
value of 0.1 (shown as the translucent plane in (c)). The area of the normalized autocorre-
lation function at the plane corresponding to 0.1 is shown in (d) and is used to measure the
radius of the peak to quantify the average speckle grain size.

Figure 4.12, enables us to find the characteristic size of a speckle grain by visualizing the
sharp similarity in the region where a speckle grain overlaps with itself, and the subsequent
sharp decline as the image shifts beyond the spatial dimension of a speckle grain. In the
plot, we see that the peak of the normalized 2-D autocorrelation function has a very small
radius compared to the full image size, and the features other than the peak are very weakly
correlated. The sharp peak demonstrates that the speckle grains are the dominant periodic
spatial feature in the image, which is also a result of reducing the low spatial frequency
intensity contributions by Gaussian filtering. We make a plane cut at the normalized auto-
correlation value of 0.1, which is just above the position where the peak juts out as the only
feature, and then compute the area of the peak at that position. From this area A, the radius
r of the peak can easily be found since A = πr2. Since the autocorrelation peak represents
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the image correlation arising just due to the speckle grains, we consider the radius of the
peak width at this plane as the speckle grain size. It is important that the speckle grain
size in one dimension (1D) is equal to at least two camera pixels, in order to satisfy the
Nyquist-Shannon sampling criteria [281] [282] that requires a minimum sampling at half
of the spatial frequency of an image to be able to fully resolve the image signal. If a single
speckle grain falls on only one camera pixel, the small shift in the speckle grain position
cannot be adequately sensed by the camera since the pixel will still report the position of the
speckle grain on it. However, as the number of pixels on which a speckle grain is detected
increases, the small speckle shifts can be sensed with a better accuracy.

The average speckle grain size of the speckle pattern shown in Figure 4.10 is computed to
be 37.15 µm, which is 2.18 times the camera pixel pitch of 17 µm, thereby satisfying the
Nyquist-Shannon sampling criteria. We can also see that the average size of a speckle grain
is on the order of the reference LWIR wavelength of 10 µm.

The average speckle grain size values were computed for speckle images originating from
a sample ZnSe lens of 1 metre focal length at different distances between the lens and the
diffuser, as well as by varying the distance between the diffuser and the speckle imaging
plane of the camera. The result of these measurements are shown in Figure 4.13. Each of
the data points shows the mean of the speckle grain size computed from 20 sets of speckle
images in each condition, and the error bars denote the standard deviation of the speckle
grain size values. The dotted lines denote the grain sizes from speckle images acquired
when a spherical wavefront from a sample lens is incident on the diffuser. The largest
standard deviation among the errorbars is about 2.15 µm corresponding to a mean of 38.3
µm which is about 5.6% of the mean value. Most of the errorbars are not visible due to their
much lower values compared to the mean, which demonstrates that the value of the average
speckle grain size remains constant over multiple images and time, and is a characteristic
feature of the speckle pattern in a given imaging condition.

The mean of the speckle grain sizes for reference speckle images, i.e. those speckle images
which are produced by a plane wavefront impinging on the diffuser in the same imaging
conditions except for the placement of the sample lens, are also shown by the solid lines.
We can clearly see here that most of the speckle grain sizes are above 34 µm which is the
Nyquist-Shannon sampling limit for our system. The speckle grain sizes stay relatively
similar for different positions of the sample lens with respect to the diffuser, for a fixed
distance between the diffuser and the speckle imaging plane of the camera.
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The mean of the grain size for the different positions of the sample lens at 1 mm distance
between the diffuser and the imaging plane is 37.5 µm while the standard deviation is only
1.6 µm for them. The corresponding reference speckle images also have similar speckle
grain sizes with the speckle images produced when the lens is placed. However, the key
variation that we see in the speckle grain size is its increase when the distance between the
diffuser and the camera’s speckle imaging plane is increased, which is expected due to the
larger distance between two points in the speckle imaging plane which subtend the same
angle when the distance is increased [203]. This also has a positive effect on the speckle
shift resolution, with one single speckle grain being sampled by more than 4 pixels in one
dimension. The distance between the diffuser and the speckle imaging plane is though
limited by the diminishing intensity of the speckle pattern as the distance is increased, even
though at a distance of 4 mm as well, the speckle intensity is adequately intense to be used
for phase reconstruction. We also clearly see from this analysis that the speckle grain size
does not depend on the incident sample wavefront as the variation in the distance between
the sample lens and the diffuser does not affect the speckle grain size, as well as the fact
that there is no significant difference between the speckle grain sizes for the reference
wavefront and the sample wavefront. This is an important result since a variation in the
speckle grain sizes between the reference and sample speckle patterns would have made it
much more difficult to accurately ascertain the speckle grain shifts, which ultimately allow
us to reconstruct the sample wavefront.

The above analysis provides a quantitative characterization of the considerations that need
to be taken into account to choose an optimal distance between the diffuser and the camera’s
speckling imaging plane for accurate phase reconstruction.

4.5 Lens phase imaging experiments

After discussing how LWIR speckle images are processed, and demonstrating that our
LWIR speckle imaging using a Silicon diffuser has a high angular memory effect, we also
looked at estimates of the speckle grain size which show that they are being sampled ad-
equately. We shall now discuss how simple and fairly common infrared optical elements
are used as phase objects to test the viability of using our novel longwave infrared speckle
imaging experimental methodology for phase reconstruction.

A typical test experiment we have carried out uses infrared lenses as phase objects. Using
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Figure 4.13: Speckle grain size comparison: The average speckle grain size is computed
for different speckle images produced by a plane wavefront impinging on a diffuser (solid
lines, denoted by ref in the legend) as well as those when a spherical wavefront from a Zinc
Selenide (ZnSe) lens of focal length 1 m is incident on the diffuser (dotted lines, denoted by
lens in the legend) at different distances between the lens and the diffuser (shown as the x-
axis, with the corresponding reference speckle images being captured at the same positions
without the lens) and at different distances between the diffuser and the camera’s imaging
plane where the speckle is observed (denoted by the dz values 1-4 mm in the legend). Each
of the data points is the mean speckle grain size value computed from 20 speckle images
acquired in the same conditions, and the error bars depict the standard deviation of these
20 measurements for each data point.

the experimental setup in the configuration described in Figure 4.14, we first produce a
plane wavefront from the thermal source which impinges on the diffuser directly. The
transmitted speckle pattern is acquired and considered as the reference speckle pattern. The
phase object, a Zinc Selenide (ZnSe) plano-convex lens, is subsequently placed in between
the plane wavefront and the diffuser, with the planar side of the lens being towards the
diffuser. The altered wavefront leads to a changed speckle pattern, which is acquired by the
camera and treated as the sample speckle pattern, as depicted in the configuration in Figure
4.15. We will see in the following sections (Section 4.5.1) the geometry of the incident
wavefronts from the different lenses, and the reconstructed lens wavefronts obtained from
our phase reconstruction algorithm by using these speckle patterns.
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Figure 4.14: Experimental configuration for acquiring reference longwave infrared speckle
images due to an incident plane wavefront arising from a thermal source.

Figure 4.15: Experimental configuration for imaging the sample longwave infrared speckle
pattern after a plane wavefront has been distorted by a phase object before incidence on the
scattering medium.

In these experiments, the distances between the globar source, the re-imaging lens for
producing an image of the globar on the iris, the iris that functions as the secondary source,
and the collimating lens remain fixed. The plane wavefront that is then formed after the
collimating lens is the same for different phase objects. The position of the phase objects
(lenses) are varied in such a way that the distance between the lens and the diffuser change,
which allows us to test the reconstruction of wavefronts with different radii of curvature
from the same lens in an experiment. We also change the distance between the diffuser
and the plane where the speckle is imaged by the camera, varying this distance from 1
mm to 2, 3 and 4 mm (labelled as the variable distance dz in Figures 4.14 and 4.15). This
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allows us to explore the effect of changing the plane at which the speckle is intercepted
for imaging through the camera. In order to do this, we move the diffuser itself which is
mounted on a micrometer screw based translation stage while keeping the camera and its
plane of imaging fixed.

4.5.1 Reconstructed lens wavefronts

4.5.1.1 Zinc Selenide (ZnSe) lens (f = 1 m)

A plano-convex ZnSe lens with a focal length of 1 metre placed between the plane wave-
front and the diffuser produces a spherical wavefront that will converge to a focal point
behind the diffuser and camera positions, as can be seen in Figure 4.16.

Figure 4.16: A plane wavefront is incident on a plano-convex lens, and the resulting wave-
front is altered to become a converging spherical wavefront that would converge at the focal
point of the lens.

Once the plane wavefront is incident on the lens, it forms the converging wavefront which
then traverses a distance d before being incident on the diffuser.

The ideal wavefront that we expect to obtain by carrying out this experiment with thef =

1 m lens under the experimental conditions is depicted in Figure 4.17, while the actual
reconstructed wavefront using the Demons algorithm in the same conditions is shown in
Figure 4.18.
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Figure 4.17: Ideal longwave infrared wavefront expected when the converging spherical
wavefront from a plano-convex ZnSe f = 1 m lens is incident on the diffuser after travers-
ing a distance of 2 cm between the lens and the diffuser.

Figure 4.18: Reconstructed longwave infrared wavefront when a plano-convex ZnSe f =
1 m lens is placed 2 cm away from the diffuser and distorts a plane wavefront to form a
converging spherical wavefront.
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4.5.1.2 Wavefront radius of curvature estimation

The wavefront reconstruction algorithm measures the speckle grain shifts between the ref-
erence speckle and the sample speckle, and computes the optical path difference of the
wavefront. While this result is useful to visualize the qualitative profile of the reconstructed
wavefront, we need a way to have a quantitative estimate of the reconstructed wavefront
profile. To do so, a surface fitting function is used to compute a least squares fit function
to the reconstructed wavefront by assuming a spherical wavefront profile. The wavefront
surface is approximated as the portion of the wavefront curvature that can be described by
a sphere, which follows the equation:

wc(x, y) =
√
R2 − (x2 + y2) (4.2)

where it is assumed that the sphere has a centre at (x, y) = (0, 0). For a paraxial system,
Equation 4.2 can be approximated as Equation 4.3 below:

wc(x, y) ≈ x2 + y2

2R
(4.3)

The fitting function used to fit the reconstructed wavefront to a sphere is defined as:

z′(x, y) =
x2 − x20

2R
+
y2 − y20

2R
+ c (4.4)

where, z′(x, y) is the fit value of the optical path difference (OPD) at a point on the plane
(x, y), the centre of the sphere is at (x0, y0), R is the radius of curvature of the wavefront,
and c is a constant. The values of the variables x0, y0, R, and c are computed by minimizing
the least squares difference between the value of z′(x, y) and z(x, y), which is the actual
value of the optical path difference at a point obtained from the reconstructed wavefront.
The value of R obtained from the spherical wavefront fitting routine is then compared with
the ideal value of R that is expected according to the measurement conditions, as shown in
Figure 4.16.
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4.5.1.3 Zinc Selenide (ZnSe) lens (f = 50 cm)

We use a plano convex Zinc Selenide (ZnSe) lens of focal length, f = 50 cm, to validate
the wavefront reconstruction experiment carried out with the ZnSe f = 1 m lens. The
f = 50 cm lens is also placed between the plane wavefront and the diffuser in such a
manner that it produces a converging spherical wavefront. The reconstructed wavefront,
and the calculated value of the radius of curvature of the reconstructed wavefront from
the f = 50 cm lens is shown in Figure 4.20. The ideal expected wavefront from the lens
in the same experimental conditions is shown in Figure 4.19. The phase gradients of the
wavefront emanating from the f = 50cm lens are greater than those from the f = 1m lens,
as the convergence from the lens focusing is stronger when the focal length is lower. The
value of the reconstructed wavefront’s radius of curvature is then similarly, as in the case
of the f = 1 m lens, calculated using the spherical wavefront fitting routine and compared
with the expected ideal value of R, which shows that the reconstructed radius is in close
agreement with the ideal expected radius.

Figure 4.19: Ideal longwave infrared wavefront expected when the converging spherical
wavefront from a plano-convex ZnSe f = 50 cm lens is incident on the diffuser after
traversing a distance of 16 cm between the lens and the diffuser.

4.5.2 Wavefront sensing for various curvatures

In view of these first results demonstrating quantitative phase reconstruction in the long-
wave infrared using the speckle imaging technique we have developed, we carried out
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Figure 4.20: Reconstructed longwave infrared wavefront when a plano-convex ZnSe f =
50 cm lens is placed 16 cm away from the diffuser and distorts a plane wavefront to form a
converging spherical wavefront.

experiments beyond these conditions to characterize and test the limits of our wavefront
sensing methodology.

As elucidated in Figure 4.16, the radius of curvature of the impinging wavefront can be
changed by varying the distance d, which allows us to test the reconstruction of sample
wavefronts with different radii of curvature, by shifting the lens phase object itself amidst
the LWIR speckle imaging setup shown in Figure 4.15. We now have a set of distinct
wavefronts from the sample lens, each with a different radius of curvature, which impinges
on the thin diffuser to form a distinct speckle pattern. We then analyse the speckle patterns
to reconstruct the thermal wavefronts, as described earlier in this chapter.

In Figure 4.21, we can see the results of the experiment where a ZnSe lens of focal length f
= 1 m is placed at distances between the lens and the diffuser varying from 12 to 22 cm. The
distance between the lens centre and the diffuser is measured using a vernier caliper with
a precision of 0.05 mm, with the lens centre being estimated by the lens’ manufacturing
design measurements, which means that there is a tolerance of about ± 0.1 mm in the
distance measurements, that is lesser than 1% of the distance value itself. The sample ZnSe
lens is placed at 2 cm intervals, and the data points represent the reconstructed radii of the
different wavefronts impinging on the diffuser when such an experiment is carried out, with

113



Figure 4.21: Comparison of the reconstructed wavefront’s fitted radius of curvature (R) at
different distances (d) between the sample ZnSe lens of focal length 1 m and the diffuser,
and at a fixed position (dz) of the speckle imaging plane. The inset depicts the different
variables shown in the plot, as discussed earlier in Figure 4.16.

the distance between the diffuser and the plane where the speckle is imaged by the camera
dz being constant - 2 mm in this case. The ideal radius of curvature of the impinging
wavefront is shown by the straight black dotted line, which is a calculation of the expected
wavefront radius of curvature based on the distance between the lens and the diffuser and
the focal length of the lens, as shown in Figure 4.16.

For every set of measurements carried out with the varying lens to diffuser distances (d),
as shown in Figure 4.21, the distance between the diffuser and the plane where the speckle
is imaged by the camera (dz) is kept constant. Also, every data point shown in Figure 4.21
(except the ideal curve) results from the same measurement carried out 20 times separately
to test the fidelity of the reconstructed values, with the standard deviation between these
values being represented by the error bars plotted in the figure.
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Figure 4.22: Comparison of the reconstructed wavefront’s fitted radius of curvature (R) at
different distances (d) between the sample ZnSe lens of focal length 1 m and the diffuser,
and at different positions (dz) of the speckle imaging plane. The inset depicts the different
variables shown in the plot, as discussed earlier in Figure 4.16. The ±5% tolerance band is
calculated with respect to the ideal expected radii of curvature values as a reference.

4.5.3 Wavefront sensing with varying diffuser - speckle imaging
plane distances

We also changed the distance between the diffuser and the plane where the speckle is
imaged by the camera, shown as dz in Figure 4.16, to see how varying the distance between
the diffuser and the camera affects the wavefront reconstruction process. In Figure 4.22,
the four differently coloured lines (other than black) represent measurements similar to the
ones described in Section 4.5.2, carried out at the varying lens-diffuser distances, but with
the distance between the diffuser and the imaging plane of the camera being varied for each
set of measurements, being fixed to 1 mm, 2 mm„ 3 mm, and 4 mm. This distance between
the diffuser and the imaging plane of the camera is measured by keeping the imaging plane
of the camera fixed while the diffuser is moved by a micrometer screw mounted on a three-
axis translation stage, with a precision of 0.01 mm. For every data point shown in Figure
4.22 as well, the measurements were carried out 20 separate times, and the error bars plotted
in the figure depict their standard deviation. The highest standard deviation between the
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reconstructed radii values for a particular data point, i.e. at a fixed distance between the
lens and the diffuser, and a fixed distance between the diffuser and the camera’s imaging
plane, is 33 mm. While the mean values of the reconstructed radii can be seen from the
plot directly, the difference between the reconstructed radii at every distance and the ideal
estimated radius of curvature was calculated to quantify the deviation from this ideal value.
The percentage differences of the absolute values of the reconstructed and ideal radii are
between the maximum of 16.3% and a minimum value of 0.3%, with the average difference
being 6.1%.

There is thus still room for improvement to achieve a very accurate measurement of the
wavefront curvature using our method. However, we can consider that these first results are
a success for our method considering the good qualitative agreement we obtain between our
reconstructed wavefront and the ideal one. We recall that it is the first time that wavefront
reconstruction is achieved in the longwave infrared using solely thermal radiation in a setup
involving one single arm for the measurements with an uncooled bolometer camera, in
striking contrast with other phase reconstruction methods such as digital holography which
requires a reference arm.

Figure 4.23: Comparison of the reconstructed wavefront’s fitted radius of curvature R at
different distances between the sample ZnSe lens of focal length 50 cm and the diffuser
(d), and at different positions of the speckle imaging plane (dz).
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In Figure 4.23, the results of a similar experiment, as described above, was carried out
with a ZnSe lens of focal length f = 50 cm , with the lens and the diffuser being placed
at distances between 12 to 22 cm apart from each other. The distance between the lens
centre and the diffuser is measured using a vernier caliper with a precision of 0.05 mm,
and the lens centre is estimated by the lens’ manufacturing design measurements, with a
tolerance of ± 0.1 mm in the distance measurements. Every data point shown in Figure
4.23 (except the ideal curve) is the result of a single measurement, which explains the lack
of error bars (also for brevity), even as the measurements were repeated multiple times in
separate experiments to achieve similar results.

We can see that the slope of the curves showing the reconstructed radii mimic that of the
ideal estimated radii from the x-axis points 12 to 18 cm, which is followed by a change
in the slope for all the curves to varying degrees between the x-axis points 18 to 22 cm.
This is the case for all the different diffuser to camera imaging plane distances, with mi-
nor differences between each, but all of them having a gradient change at the x-axis 18
cm point.

Here, we also look at the difference between the reconstructed radii at every distance and
the ideal estimated radius of curvature at the corresponding distance value. The percent-
age differences of the absolute values of the reconstructed and ideal radii are between the
maximum of 38% and a minimum value of 12%, with the average difference being 20%.
This value of the tolerance between the radii retrieved from our reconstructed wavefronts
compared to the ideal geometrical radii expected in the different configurations is higher
than that for the case of the f = 1 m lens, which necessitates further improvements. One
explanation that might explain this trend is that as the focal length of the lens decreases,
and the distance between the diffuser and the lens increases, the phase gradients are higher,
which leads to a higher speckle grain shift and thus reaching a sensitivity limit for the phase
reconstruction process. Indeed, we can see that upon dropping the data from the abscissa
(x-axis) values 20 cm and 22 cm, the maximum difference between the reconstructed radii
and ideal radii falls to 29% and the average also drops to 17%.

Figure 4.24 depicts the results of the wavefront reconstruction experiments discussed above
for the f = 1 m lens and the f = 50 cm lens, with the reconstructed radii of curvature
shown as a function of the ideal radii of curvature for each measurement. The ideal radii
of curvature of the different wavefronts, plotted as the black dotted line in Figure 4.24,
is therefore a linear curve around which are clustered the reconstructed radii values for
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different lens - diffuser distances, signified by d in Figure 4.16, and for different diffuser -
speckle imaging plane distances, labelled as dz in Figure 4.16.

Figure 4.24: The reconstructed radii of curvature R of various different wavefronts from
the f = 1 m and the f = 50 cm lenses, differing in their distance between the sample
ZnSe lens and the diffuser (d), and also the distance between the diffuser and the speckle
imaging plane (dz), are plotted against the ideal expected radii in every case, to signify the
experimental validity of the linear relationship between the ideal and reconstructed radii.
The black dotted line represents the ideal radii, with the x-axis kink in between separating
the radii values from the f = 50 cm lens on the left from the f = 1 m lens’ reconstructed
radii values on the right.

We also tested wavefront reconstruction for other smaller lenses of focal lengths 20 cm and
5 cm . With the smaller focal length lenses, the wavefront reconstruction retrieves the
qualitative profile of the spherical wavefronts quite well, and is able to distinguish when
the wavefront curvature has an orientation (sign) change, even though the quantitative radii
estimation is less accurate. These further experiments point to the need to improve upon and
subsequently characterize the phase reconstruction limits of our wavefront reconstruction
technique, which might also be limited by the Demons algorithm as well at high phase
gradients within the constraints imposed by the optical system and the number of camera
pixels that image a single speckle shift.
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4.6 LWIR speckle imaging challenges

Up till here, we have discussed the development of the LWIR speckle imaging experimental
setup, the wavefront reconstruction technique utilizing it, and seen the results that we have
obtained in this first work on wavefront sensing in the LWIR using speckle imaging. We
shall now look at a few of the specific challenges that we experienced working in the
longwave infrared towards developing a speckle imaging technique, and mention some of
the considerations that we worked upon to address them optimally within the constraints.
The goal of this discussion is to share the experience we have gained in our work for future
developments in the same field, as well as to highlight the key differences between LWIR
speckle imaging and speckle imaging in the visible regime of the electromagnetic spectrum
that need to be considered when transposing some of the techniques from the visible to the
LWIR.

4.6.1 Camera noise analysis

The thermal camera that we use in our experimental setup is an uncooled microbolometer-
based longwave infrared camera, as mentioned in greater detail in Section 3.4.4. While
an optical camera is usually limited by shot noise, or the noise generated due to the sta-
tistical variation in the rate of incident photons arriving at the camera sensor, the noise in
a thermal camera is characterized by the noise equivalent temperature difference (NETD),
as explained in Section 3.4.3.2, which is essentially the lowest temperature difference re-
solvable by the camera sensor. The NETD of our camera according to the manufacturer’s
information is 0.03 ◦C or 30 mK (milli Kelvin). However, this figure is truly relevant for
use cases where the camera is used to carry out thermometry by direct imaging of objects
through their thermal radiation, while we use the LWIR camera to carry out phase recon-
struction using speckle imaging. We therefore carried out alternative measurements from
our imaging datasets to quantify the noise or fluctuations observed in the various images
obtained using the thermal camera to have a better understanding of the camera’s noise
characteristics which are more relevant to our usage.

During imaging, we acquire a finite number of image frames instead of just one, and we
carry out some statistical analysis on this stack of images, as represented in Figure 4.25.
We define the pixel-wise mean, standard deviation, and the signal-to-noise ratio (SNR) over
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Figure 4.25: Schematic representation of an image stack that gives rise to one processed
image in our experiments: during the acquisition of a typical image sequence using our
thermal camera, we image over the 640 pixels x 480 pixels of the camera sensor and acquire
a fixed number of image frames, typically around 100.

all the frames for a single speckle image sequence as:

µx,y =
1

Nz

Nz∑
z=1

px,y,z (4.5)

σx,y =

√√√√ 1

Nz

Nz∑
z=1

(px,y,z − µx,y)2 (4.6)

SNRx,y =
µx,y
σx,y

(4.7)

where the value of a single pixel at a position (x, y) of the camera sensor and in an image
frame z is px,y,z and Nz is the number of acquired frames for each image sequence.

In Figure 4.26, we see the pixel-wise mean of the intensity values over 100 frames for
a background image acquired by the camera. The background image is an image of our
optical setup without the blackbody source being turned on, such that the signal detected
by the camera is a measure of the thermal radiation incident on the camera sensor in the
experimental room’s conditions when not observing a speckle pattern. The mean of the
intensity values over all the frames at a specific pixel position then represents the averaged

120



Figure 4.26: The pixel-wise mean of the intensity values over 100 frames of a background
image (where the source is turned off) acquired by our camera is calculated according to
Equation 4.5 and plotted here.

Figure 4.27: Histogram of the pixel-wise mean values over a 100 frame background image,
as shown in Figure 4.26.

intensity of a specific pixel in an image that is used (in the case of a speckle pattern) for the
wavefront reconstruction algorithm. Here, we see that the values of the pixel-wise mean
is centered around 13520 digital counts, with a relatively minor variation across pixels, as
can also be seen in the histogram of the pixel-wise mean values in Figure 4.27.

The standard deviation of the intensity values over the 100 frames for each pixel is shown
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Figure 4.28: The pixel-wise standard deviation of the intensity values over 100 frames of a
background image acquired by the thermal camera (with the source turned off) is calculated
according to Equation 4.6 and plotted here.

Figure 4.29: Histogram of the pixel-wise standard deviation values over a 100 frame back-
ground image, as shown in Figure 4.28.

in Figure 4.28, and the histogram of the distribution across all the pixels is shown in Figure
4.29. The average pixel-wise standard deviation over all the pixels is around 9 digital
counts, which is about 3 orders of magnitude lower than the average value of the pixel-
wise mean. This implies that the camera’s inherent image noise is quite low, and therefore,
affords us a relatively good signal-to-noise ratio. The pixel-wise signal-to-noise ratio of the
image stack, as defined in Equation 4.7, is plotted in Figure 4.30. The SNR values range
from around 1100 to 2200.

We also calculated the pixel-wise standard deviation of the intensity values for three dif-
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Figure 4.30: The signal-to-noise ratio (SNR) of every individual pixel over 100 frames
is computed by using Equation 4.7 and the values of the pixel-wise mean and standard
deviation, as shown in Figure 4.26 and Figure 4.28 respectively, and plotted here.

ferent imaging scenarios - one where the camera lens is closed to the environment using a
lens cover (which is still an infrared emissive object itself at room temperature), one where
the lens is able to image the optical setup except that the blackbody source is turned off,
and a reference speckle when a plane wavefront impinging on the diffuser forms a speckle
pattern - by acquiring 1000 frames for each of them, and computed the standard deviation
values to be between 0.04 ◦C and 0.19 ◦C, which are on the order of magnitude of the
camera’s NETD.

It is important to note here that even as the signal-to-noise ratio of the thermal images itself
is not low, the difference between the background image (which is not a speckle pattern)
and a speckle image is quite low. This is because the radiation emitted by the globar and
collected by the collimation optics after passing through a 1 mm diaphragm is expanded to
form a beam with a diameter of about 25 mm. This beam is then used to form the speckle
after passing through the diffuser. The average mean intensity value over all the pixels and
frames computed for 10 different background images (with the globar source switched off)
is 13706 digital counts, while the same average mean intensity for 10 reference speckle
images is 13721 digital counts and those for the lens-induced sample speckle patterns is
13725 counts. The average standard deviation for the intensity values of the background,
reference speckle and sample speckle are 9, 22 and 24 digital counts, respectively. These
values demonstrate that there is a high background signal present during our experiments
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when the speckle images are measured, with similar digital count levels, which shows that
the signal difference between the background and the speckle images is very low. The
dynamic range over which the speckle is encoded is extremely low (about 20 digital counts
with a noise level of 9 digital counts), compared to visible speckle images where typically
there is a higher difference in the intensity values between the background and a sample
image. The major difference is the absence of thermal background radiation at visible
wavelengths at room temperature.

4.6.2 Frame averaging of speckle images

In the initial stages of our speckle imaging experiments, once we had observed LWIR
speckle images through our experimental setup, we started acquiring multiple frames to
average over and construct a speckle image which would improve the signal-to-noise ratio
(SNR) of our speckle images. We therefore considered the number of frames over which
the averaged speckle image would offer a significant increase in the SNR, since large image
files would consume a great deal of memory in our storage media. In addition to the quest
for knowing the optimal number of frames we needed to acquire, we also recorded images
in the same experimental conditions over a period of time, to see the image SNR stability.

Figure 4.31: The average signal-to-noise ratio (SNR) values for a background image ac-
quired by the thermal camera when an increasing number of acquired frames are pixel-wise
averaged to obtain a pixel-wise mean intensity image.

In Figure 4.31, we see that the SNR increases sharply from about 250 to at least 320 as the
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number of frames that are being averaged increase upto 100 averaged frames, and then the
SNR values plateau and very slowly increase upto 1000 averaged frames. This measure-
ment enabled us to only acquire 100 frames for each speckle image sequence as it was the
optimal limit for a high image SNR without having to expend too much memory. Around
100 frames, we see that the SNR increase ranges from about 450 to 320 compared to the
single frame image SNR value close to 250. We also saw that over time which ranges from
0 seconds to a little more than 30 hours, the image SNR shifts considerably, which signifies
that there is a change in the temperature signal detected by the camera depending on the
global temperature of the experimental room over time. Since the temperature and there-
fore the speckle image signal changes over time, it is imperative to carry out a single phase
reconstruction experiment within a small window of time to avoid the speckle pattern from
changing due to external temperature variations. This also means that we cannot capture
a reference speckle as a single shot calibration for wavefront sensing of different samples,
as this might alter the reconstructed wavefront result due to the external temperature vari-
ations. The typical timeframe for a single reference and sample speckle image sequence
acquisition is about 10-15 seconds, depending on the time required to introduce the phase
sample, at which scales the variation in the external temperature does not significantly al-
ter the speckle image pattern to introduce phase reconstruction errors. We believe that it
should be possible to carry out single-shot calibration of our wavefront sensing technique if
the temperature of the surroundings is well-controlled, but the objective of developing our
LWIR speckle imaging technique is the ability to deploy this method robustly in conditions
where such a well-controlled constant temperature chamber is not available, as well.

4.6.3 Intensity inhomogeneities

We have discussed above how the acquisition of a speckle image has to deal with high
background signals, and the very low difference in the thermal signal variations between
different speckle images as well. In addition to these, there is also the challenge of having
to remove intensity inhomogeneities from our speckle images, as well as vignetting effects
on the edge of a speckle image due to the geometrical constraints of our imaging setup. We
refer to Figure 4.1 which shows both of these issues, as well as Figure 4.10. We can see
that there are large intensity features like a dark central spot as well as a dark annulus in
Figure 4.1 which are not part of the speckle pattern and therefore need to be removed. We
have already discussed in Section 4.1 how a 2-D Gaussian low-pass spatial frequency filter
is used to remove these intensity inhomogeneities, as shown in Figure 4.2, to finally obtain
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a filtered speckle image that does not contain these intensity features anymore, as seen in
Figure 4.3. On the other hand, the vignetting effect seen prominently in the raw speckle
image is partly removed by the Gaussian filter but still remains in the filtered image to a
lesser extent. We altogether avoid using 100 pixels from each border or side of the speckle
image by cropping the filtered image to only consider a central pixel area of 440 x 280
pixels for the wavefront reconstruction algorithm. This is also another issue that led us to
obtain slightly erroneous results, which have been improved by cropping the edges without
a significant loss of speckle information.

4.6.4 Infrared focussing

We would also like to briefly point out the difficulties in building the experimental setup
for LWIR speckle imaging which stem primarily due to the lack of human vision intuition
for the infrared. During the development of our experimental setup, it was difficult to es-
timate optical distances due to the inability to observe them with our eyes or simple tools
that are pretty commonly available in an optics experimental laboratory. One example of
this lack of vision capability in the infrared, with the only infrared imaging device avail-
able being our camera, was during the determination of the precise lens positions for the
collimation of the blackbody source radiation to produce a plane wavefront for our speckle
imaging experiments. While the difference between the focal length of a lens in the visible
and the infrared can be calculated, which differs by about 10% with respect to the visi-
ble for a sample ZnSe lens of focal length 1 m, the lack of our intuition and vision in the
infrared compounded the actual positioning of the optics since the effects of the experi-
mental changes were not readily verifiable unless a full experiment had been carried out,
while also keeping in mind the tolerances for the focal length variation of real lenses. After
some searching, we were able to obtain a Thorlabs VRC6S MIR liquid crystal detector
card in the wavelength range of 1.5 to >13.2 µm at room temperature, which enabled us to
visualize the infrared focus of our optical lenses for easier experimental optimization. Even
the choice of a phase object and a scattering medium in the longwave infrared is not only
limited by the choice of materials, but also by the non-intuitive nature of their behaviour in
a speckle imaging setup.
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4.7 Wavefront reconstruction of a complex phase mask

In order to test our phase imaging technique beyond the use of simple infrared optical
components that have a smoothly varying homogeneous phase gradient profile, we elected
to fabricate a smiley pattern on a silicon substrate to investigate the possibility of phase
imaging more complex samples.

Figure 4.32: 3D design of smiley pattern with spatial gradients where the height is two
orders of magnitude lesser than the lateral dimensions.

A smiley image was smoothed using a 2-D Gaussian smoothing kernel and the filtered im-
age was then recast in 3D to create a smoothly varying smiley pattern with spatial gradients
that were close to 1 / 100, i.e. where the height is two orders of magnitude lesser than
the lateral size of the features. The features of the smiley were designed to have a smooth
phase gradient without abrupt or sharp phase jumps by maintaining the ratio between the
height and the lateral dimensions, and with an amplitude in height on the order of the LWIR
wavelength such that the optical path difference would also be less than or on the order of
this wavelength. Considering that the refractive index of the SU(8) polymer used by the
Nanoscribe to etch the smiley phase mask is 1.62 at the wavelength of 10 µm [283] (see
Figure 4.34), the approximate optical path difference for the smiley features turn out to be
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Figure 4.33: Optical microscope image of the fabricated smiley pattern on a double side
polished silicon substrate, with the printed surface measuring 8.5 mm x 10.0 mm.

given by the equation:

δ = ∆L×∆n = ∆L× (1.62− 1) = 0.62∆L (4.8)

where, δ is the optical path difference between a ray passing through the SU(8) phase mask
and one outside it, ∆L is the difference in height of the phase mask features, and ∆n is the
refractive index difference between SU(8) and air. In our case, for the highest features of
the smiley with a ∆L = 19.4 µm, the optical path difference is 12 µm, which is close to
our reference wavelength of 10 µm.

The three dimensional (3D) smiley pattern, as designed, is shown in Figure 4.32. The 3D
smiley pattern was then used to print the design on a silicon wafer substrate using a Nano-
scribe device, which employs two photon absorption to crosslink polymers for lithography.
[284] A Nanoscribe device enables the fabrication of 3D micro and nanostructures through
a process called direct laser writing, which involves using a femtosecond pulsed laser to
induce polymerization in a photosensitive material. The laser beam is precisely focused on
the surface of the material, creating a small volume of polymerized material at the focus
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Figure 4.34: The refractive indices of SU(8) photoresist used for fabricating samples in
a nanoscribe, from [283], which show that phase samples of a finite depth can be used as
LWIR phase samples without significant light attenuation.

point. By moving the laser beam through the material and selectively polymerizing voxels,
complex three-dimensional microstructures can be created layer by layer with high resolu-
tion and accuracy, greater design flexibility, and the ability to create complex geometries.

This 3D printing was performed by Dr. Justine Laurent from Gulliver laboratory at ESPCI,
who is the engineer in charge of the NanoScribe setup. Upon a double side polished silicon
wafer - with a diameter of 50.8 mm and thickness of 375-385 µm - an SU(8) photoresist
was used to inscribe the smiley design. Care was taken to produce a smiley whose highest
features were smaller than the penetration depth of approximately 40 µm for SU(8) at a
wavelength of 10 µm [283]. An optical microscopy image of the smiley printed by the
Nanoscribe is shown in Figure 4.33.

To carry out a phase imaging experiment with our setup for the smiley sample, we used a
double side polished silicon wafer with nothing printed on it as a reference sample to obtain
a reference speckle pattern. This step was necessary as not doing so introduced a significant
non-uniform intensity difference between the reference speckle and the sample speckle
due to the attenuation produced by the double side polished silicon wafer substrate. The
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intensity difference introduces errors in the estimation of the speckle grain shift using the
Demons algorithm and leads to a wrong phase reconstruction result. The sample speckle
pattern was acquired by simply placing the printed smiley sample on the substrate between
the plane wavefront and the diffuser.

Figure 4.35: An LWIR image that shows the intensity information when the fabricated
smiley pattern, as shown in Figure 4.33, is imaged using our LWIR camera, when placed
in front of the diffuser and illuminated by a plane wavefront from our blackbody source.

An LWIR image of the smiley which is acquired through the diffuser upon illumination by
a plane wavefront is shown in Figure 4.35. The intensity contrast of the image is quite low
to be able to resolve the smiley itself, and especially its features. We can also see that the
intensity difference between the darkest and brightest pixels in the intensity image does not
cover a large dynamic range, and therefore, a precise delineation of the smiley pattern’s
features is difficult to obtain from the image intensity itself.

The speckle pattern however does contain embedded phase information in the intensity
image itself, and using our wavefront reconstruction algorithm, as described in Section 4.2,
it is then possible to reconstruct the wavefront from the smiley sample that is incident on the
diffuser and creates the corresponding speckle pattern in transmission. The reconstructed
wavefront from the smiley phase sample is shown in Figure 4.36. We can clearly see here
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Figure 4.36: Reconstructed longwave infrared wavefront when a fabricated smiley pattern
(as shown in Figures 4.32 & 4.33) is placed in front of the diffuser where it intercepts a
plane wavefront and distorts its phase profile.

the main features of the smiley pattern itself, which gives a much more informative picture
of the smiley pattern’s design in comparison to the intensity image shown in Figure 4.35.

This qualitative wavefront reconstruction of the patterned smiley on a double side polished
Silicon substrate opens up the avenue for precise quantitative phase profiling, which will
have interesting applications in reconstructing the surface characteristics of a Silicon wafer
substrate sample whose intensity image reconstruction otherwise is not highly contrasted.
Here, we can see another example of the complementary value of phase information for
reconstructing a particular object when the usually imaged intensity information is unable
to do so conventionally, and the utility of the diffuser’s ability to encode phase information
of an object onto a speckle pattern upon transmission.

4.8 Qualitative and quantitative aspects of phase
reconstruction

Wavefront reconstruction results using our LWIR speckle imaging setup based on the map-
ping of the slight displacements of the speckle grains induced by spatial variations of the
phase have demonstrated the ability of our methodology to carry out quantitative phase
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reconstruction in the case of infrared optical lenses with an average difference in the radius
of curvature estimates of the spherical wavefronts with respect to the ideal expected radius
by about 10%.

To quantify the phase noise in our imaging methodology, we compared the difference be-
tween the reconstructed wavefronts from two consecutive reference speckle images. We
acquire 10 reference speckle images of 100 frames each, i.e. those speckles generated
when a plane wavefront is incident on the diffuser and create a speckle pattern in transmis-
sion, and then we compute the pixel-wise mean of the speckle image intensity from the 100
frames for each reference speckle image. This averaged reference speckle is then Gaussian
high-pass filtered to remove the low spatial frequency intensity features, as described in
Section 4.1, and a border of 100 pixels width is removed from each side to neglect edge
vignettes from the image. Each consecutive reference speckle pair then undergoes the
wavefront reconstruction algorithm, which is described in Section 4.2. The reconstructed
wavefront from two consecutive reference speckle images should ideally be a flat plane, in
the absence of any noise. The 3-D reconstructed wavefront from a consecutive reference
speckle pair is shown in Figure 4.37. We quantify this difference by plotting the standard
deviation of this reconstructed wavefront for each pair, and the optical path difference range
that is the difference between the highest and lowest reconstructed optical path difference
values from the wavefront, in Figure 4.38.

Figure 4.37: A 3-D surface plot of the reconstructed wavefront from two consecutive refer-
ence speckle images which shows the optical path difference between the two consecutive
reference wavefronts which gave rise to these speckles.
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Figure 4.38: The optical path difference values for each reconstructed wavefront from a
reference speckle pair, as shown in Figure 4.37, is computed for the 10 reference speckle
images and their optical path difference range, i.e. the difference between the lowest and
highest relative optical path difference value, and standard deviation are plotted.

We can see in Figure 4.37 that the optical path difference values are heterogeneously dis-
tributed, instead of showing any particular phase profile, as expected, while also demon-
strating that the reconstructed wavefront profile is not flat but has an optical path difference
between -500 and 500 nm. In Figure 4.38, we see that the optical path difference range be-
tween the lowest and highest optical path difference in the reconstructed reference speckle
wavefront ranges from about 1000 nm to 1400 nm, while the standard deviation of the
relative optical path difference lies between 140 nm and 210 nm. The average standard
deviation of the optical path differences of the reconstructed wavefront pairs is 163 nm,
while the average optical path difference range is 1150 nm. These optical path difference
values are therefore the limiting relative optical path difference values we can observe with
our present experimental setup and wavefront reconstruction algorithm.

We then carried out a similar analysis to find the optical path difference values between
a reconstructed spherical wavefront, similar to the one shown in Figure 4.18, and the 2-D
spherical fit to the reconstructed wavefront using Equation 4.4, to quantify the optical path
difference fluctuations in one of our lens sample speckle images. The sample speckle im-
age was acquired when a plane wavefront from our illumination source was incident on a
sample Zinc Selenide (ZnSe) plano-convex lens of focal length 1 m, producing a spher-
ical wavefront that created a speckle pattern upon transmission through the diffuser, and
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was then acquired at the speckle imaging plane of the camera placed 1 mm away from the
diffuser. Here, as well, the pixel-wise mean of the speckle image intensity from the 100
frames is computed to obtain an averaged sample speckle image, which is then Gaussian
high-pass filtered, as described in Section 4.1, and a border of 100 pixels width is removed
from each side to remove any influence from the edges. The sample speckle then undergoes
the wavefront reconstruction algorithm, as described in Section 4.2, along with a reference
speckle image in the same configuration but without the sample lens. The reconstructed
wavefront in this case should be a spherical surface. The reconstructed spherical wavefront
is then subjected to a 2-D spherical fit according to the Equation 4.4 to create a smooth sur-
face, and also to estimate the radius of curvature of the reconstructed spherical wavefront,
as discussed earlier in Section 4.5.1.2. The difference between this spherical fit surface
and the reconstructed wavefront is computed, which gives us the residuals of the spherical
wavefront fit, and these residual values also provide a measure of the optical path difference
fluctuations within the reconstructed spherical wavefront compared to a smooth spherical
surface.

The residuals of the reconstructed wavefront and its spherical fit surface is plotted in 3-D
in Figure 4.39. We see in Figure 4.39 that the optical path difference range, or the differ-
ence between the lowest and highest relative optical path differences among the residual
values is 1623 nm while the standard deviation of the optical path difference is 191 nm.
In contrast, the optical path difference range of a reconstructed spherical wavefront and
its spherical fit surface is 11667 nm and 10714 nm respectively, while the standard devia-
tion is 2461 nm for the reconstructed wavefront and 2454 nm for the spherical fit surface.
This indicates that the optical path difference range and the standard deviation between the
reconstructed wavefront and the residuals arising from the difference between the recon-
structed wavefront and the spherical fit has an order of magnitude difference, and therefore
that our quantitative phase reconstruction are limited by the residuals which are about 10%
of the reconstructed wavefront optical path difference values.

The standard deviation and optical path difference range of the residuals of the recon-
structed wavefront and its spherical surface fit are computed for 8 sample speckle images,
and shown in Figure 4.40. We see here that the optical path difference range values for the
different sample speckle images range from about 1300 nm to 2100 nm with a mean of
1668 nm. The standard deviation of the residuals ranges from 170 nm to 260 nm, with a
mean standard deviation of 195 nm.
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A comparison between Figure 4.38 and Figure 4.40 demonstrates that the average standard
deviation of the residuals for the f = 1 m sample lens spherical wavefronts and their
spherical surface fits is of the same order of magnitude as the average standard deviation
of the optical path differences between two reference speckles. Both the average optical
path difference range and the average standard deviation are slightly lower for the reference
speckles in comparison to the spherical wavefront residual optical path differences, which
imply that our wavefront reconstruction results from the sample plano-convex lenses have
a relatively high degree of precision within the constraints of the imaging system’s inherent
optical path difference fluctuations or noise.

Figure 4.39: A 3-D surface plot of the residuals for a reconstructed spherical wavefront,
that is the optical path difference between the reconstructed spherical wavefront and the
spherical surface fit (according to Equation 4.4) for the reconstructed spherical wavefront
emanating from a f = 1 m Zinc Selenide (ZnSe) lens.

While the wavefront reconstruction results for the ZnSe sample lenses of focal lengths
f = 1 m and f = 50 cm are not only qualitatively similar to and representative of the
expected wavefronts from these phase objects, they also demonstrate the quantitative re-
construction of the phase profiles of the incident wavefronts with a high degree of accuracy
and appreciable precision within the experimental tolerance of our imaging methodology.
However, in the case of other phase samples that we tested like ZnSe sample lenses of focal
lengths f = 20 cm and f = 5 cm, even as the wavefront reconstruction shows qualitative
agreement, there is further work that needs to be done to improve the quantitative phase
reconstruction accuracy. In the case of the fabricated phase sample of the smiley, while
the wavefront reconstruction qualitatively extracts the designed features of the smiley, and
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Figure 4.40: The optical path difference values for the residuals of the reconstructed spher-
ical wavefront, as shown in Figure 4.39, is computed for 8 different sample lens (f = 1 m)
speckle images and their optical path difference range, i.e. the difference between the low-
est and highest relative optical path difference value, and standard deviation are plotted.

shows the ability to reconstruct an LWIR sample’s features by recovering the phase profile
in the absence of intensity contrast, the quantitative optical path difference profile needs
to be characterized by an alternative LWIR wavefront sensing technique to attest to its
accuracy.

We see in Figure 4.41 the reconstructed wavefront when a sample ZnSe plano-convex lens
of focal length f = 5cm is placed 1 cm away from a diffuser, and in Figure 4.42 the recon-
structed wavefront when the same lens is placed 9 cm away from the diffuser. We can see in
Figure 4.16 that when a plano-convex lens is placed at a distance d from the diffuser which
is lesser than the focal length of the lens, the radius of curvature of the incident wavefront
on the diffuser is positive and a converging spherical wavefront is expected to be recon-
structed. On the other hand, if the distance d between the diffuser and the lens exceeds the
focal length of the lens, the converging wavefront from the plano-convex lens is focused at
the focal point of the lens and then emerges as a diverging wavefront with a negative radius
of curvature, according to the convention in Figure 4.16. The same behaviour is demon-
strated in Figure 4.41 where the reconstructed wavefront matches the expected converging
spherical wavefront, while the reconstructed wavefront in Figure 4.42 shows the case where
the expected wavefront is a diverging spherical wavefront. While this qualitative difference
between the incident wavefronts is reproduced in the reconstructed wavefronts, enabling
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Figure 4.41: The reconstructed wavefront obtained using LWIR speckle imaging when
a ZnSe lens of focal length f = 5 cm is placed 1 cm away from a diffuser, which cre-
ates a converging spherical wavefront that is incident on the diffuser, forming a speckle in
transmission that is acquired at the imaging plane of the camera placed 1 mm away on the
other side of the diffuser. The central 100 x 100 pixels of the speckle image containing the
reduced size speckle are used for the wavefront reconstruction and shown here.

Figure 4.42: The reconstructed wavefront obtained using LWIR speckle imaging when a
ZnSe lens of focal length f = 5 cm is placed 9 cm away from a diffuser, which creates
a diverging spherical wavefront that is incident on the diffuser after first being focused at
the lens’ focal point in between the lens and the diffuser, forming a speckle in transmission
that is acquired at the imaging plane of the camera placed 1 mm away on the other side of
the diffuser. The central 100 x 100 pixels of the speckle image containing the reduced size
speckle are used for the wavefront reconstruction and shown here, as well.
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the visualization of a change in the incident wavefront profile, a more accurate estimation
of the precise lens position from the reconstructed wavefront itself would need further work
for accurate quantification of the reconstructed wavefront profile. The origin of this chal-
lenge seems to be the higher phase gradients in the incident wavefront experienced when
undergoing transmission through smaller focal length lenses that produces stronger speckle
shifts, whose speckle shift estimation and subsequent wavefront reconstruction then is lim-
ited by the ability to resolve in the speckle image the difference between a speckle shift
and an overlap between shifted speckle grains. The height gradients in case of both the
f = 1 m and f = 50 cm ZnSe lenses, as well as the smiley, were on the order of 1/100,
i.e. where the spatial size of the sample phase object along the axis of propagation of light
is two orders of magnitude lower than the size along a plane perpendicular to the axis of
propagation. A better understanding of the optical path difference limits that our present
imaging method can achieve is an important future objective to improve the quantitative
wavefront reconstruction quality for our experiments.

4.9 Summary

We have seen in this Chapter how the LWIR speckle imaging experimental setup, whose
development we looked at in Chapter 3, has been used for phase reconstruction by utiliz-
ing the Demons algorithm for LWIR wavefront reconstruction. We discussed the image
processing workflow that is carried out after the acquisition of the raw speckle images for
them to be fed into the Demons algorithm. The angular memory effect was characterized
subsequently, which shows that our scattering medium has a large angular memory effect
range and we carry out our experiments in a regime where the speckle shift in an angular
memory effect experiment is linearly proportional to the angular tilt of the incident wave-
front throughout our scattering medium’s spatial extent observed by the camera. We also
carried out an analysis of the speckle grain sizes to see that they were satisfying sampling
criteria, and that their sizes reflected the distance between the diffuser and the imaging
plane of the camera, a parameter which is used for the wavefront reconstruction algorithm
and is independently also obtained from the angular memory effect characterization.

This was followed by a discussion of the phase imaging experiments we conducted using
ZnSe sample infrared lenses, to demonstrate the first results in LWIR wavefront sensing
using speckle imaging. These first results showed that speckle imaging in the longwave
infrared is capable of carrying out wavefront sensing, as in the visible, and that many of
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the theoretical and experimental concepts developed in the visible regime could be suc-
cessfully adapted to the LWIR for wavefront sensing. A slew of further experiments are
done to characterize these first results in more detail, and we see that the radius of curva-
ture estimates of the reconstructed wavefronts matched closely with the values expected by
geometrical optics. We then delve into some challenges that we experienced in carrying
out LWIR speckle imaging, and the lessons learnt from carrying out this work, while also
emphasizing that the transposition of an imaging technique from the visible to the LWIR is
not initially a happy marriage, with the complementary advantages of the wavefront regime
and the imaging technique needing to optimize and adapt to the constraints in each of them
to obtain a holistically successful result.

We finally discuss the fabrication of a customized sample phase mask to test our imag-
ing methodology over non-regular (or, not spherically symmetric) phase samples like a
smiley made of SU(8) polymer on a silicon substrate. We have not only seen here the ac-
curate qualitative wavefront reconstructed from the smiley sample, but also seen that how
a low-contrast intensity sample in the LWIR can be investigated to obtain complementary
phase information using our wavefront sensing method. We then discuss the qualitative
and quantitative aspects of our phase reconstruction technique and their limitations, which
would form the basis for further developments to this technique.
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Chapter 5

General conclusions and outlook

Contents
5.1 Future prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

In this thesis, we sought to develop a speckle-based wavefront sensing system in the long-
wave infrared (LWIR), that can reconstruct thermal wavefronts by carrying out LWIR phase
imaging through scattering media.

In Chapter 1 of this manuscript, we first looked at longwave infrared radiation and its man-
ifest utility in thermal imaging, atmospheric and space applications, and spectroscopy. We
also looked at some recent examples of infrared imaging in a non-line-of-sight light prop-
agation context and noted that these have been limited to the near infrared (NIR) and the
mid infrared (MIR). A discussion of recent developments demonstrating the necessity of
characterizing tailored infrared emitters then demonstrated the need for developing similar
techniques in the LWIR as well.

In Chapter 2, we traced the development of techniques for the retrieval of the phase of light
- in order to obtain complementary information to the intensity of light - like holography
and modern digital holography for phase imaging applications. The alternative approach
of wavefront sensing for phase imaging was subsequently described, through the develop-
ment of wavefront sensors and most recently, by imaging through complex media. The
field of visible imaging through complex media and specific developments in visible wave-
front sensing were described. This formed the groundwork for our work on LWIR phase
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imaging.

In Chapter 2, after an introduction to the basic physical principles involved in the formation
of speckles, which arise due to light propagation through scattering media, we took inspi-
ration from visible speckle imaging to carry out phase reconstruction of objects through
a scattering medium. Specifically, in Section 2.2, we looked at the formation of speckles,
their statistical parameters, the memory effect of thin scatterers and speckle grain charac-
teristics. In order to develop a compact LWIR wavefront sensor based on speckle imaging,
which would also allow us to study speckle-based imaging in the thermal infrared from 8 to
14 µm, we then discussed the development of the experimental setup. While the physics of
visible speckle imaging is theorized to work similarly at wavelengths that do not pertain to
the visible region of the electromagnetic (EM) spectrum, the difficulty in obtaining readily
available optical components in the longwave infrared, and more generally the difficulties
inherent to LWIR imaging, brought forth experimental challenges that are described in de-
tail in Chapter 3. The development of our LWIR speckle imaging setup and the progressive
refinement of the experimental setup were then delved into in detail for the key experi-
mental building blocks for infrared speckle imaging. These include the development of an
appropriate scattering medium, the choice of a good infrared source, and a discussion of
the uncooled microbolometer camera, which is a technology that makes broadband com-
pact thermal imaging possible. Once the experimental setup was described in Chapter 3,
we elucidated on our first experiments in LWIR speckle imaging, and the results obtained
in those experiments in Chapter 4.

In Chapter 4, we began by looking at the image processing of the acquired LWIR speckle
images from our experimental setup and briefly discussed the Demons algorithm which
we used for wavefront reconstruction. Subsequently, phase imaging experiments that we
conducted with sample infrared optical lenses were described, and we saw that the wave-
fronts that we reconstructed through LWIR speckle imaging demonstrated wavefront sens-
ing through a scattering medium in the longwave infrared for the first time, to the best of
our knowledge. We carried out wavefront reconstruction experiments using Zinc Selenide
(ZnSe) lenses. Wavefronts of different radii of curvature were reconstructed, after LWIR
speckle images were acquired through the two sample lenses in the experimental setup, in
order to test the fidelity of our LWIR phase reconstruction method, and we saw that the
reconstructed values of the wavefront radii of curvature were in close agreement with the
expected ideal values of the radii for the wavefronts. We also probed how the wavefront
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reconstruction functioned when the speckle pattern was intercepted at different distances
by the camera, after LWIR light transmission through the scattering medium.

In Section 4.3, we experimentally characterized our Silicon wafer diffuser’s angular mem-
ory effect characteristics; it being a key attribute of thin scatterers that makes them highly
effective for wavefront sensing and phase imaging. In our case, we experimentally ob-
served that the single side polished Silicon wafer diffuser has a high angular memory ef-
fect, which subsequently enabled us to carry out precise wavefront recon- struction, using
the high fidelity of the speckle shifts that are due to the large angular memory effect of the
thin diffuser. We also analysed the speckle grain sizes for our experimental conditions and
in addition to satisfying the sampling limits for speckle imaging and wavefront reconstruc-
tion, they also showed that the speckle grain sizes are on the order of the light wavelength,
as is theoretically estimated.

In Section 4.6, we shed light on some of the specific challenges we had to contend with in
developing an LWIR wavefront sensing technique based on speckle imaging. The analy-
sis of the thermal camera’s noise characteristics highlighted the relatively low signal and
image contrast in infrared speckle imaging, due to a high infrared background which was
ever present during our experimental speckle image acquisitions. To improve the signal-
to-noise ratio of our LWIR speckle images, we settled on frame averaging to improve the
LWIR speckle image contrast. We noticed that the LWIR background image, which was
acquired without an infrared source and emanated from the thermal radiation of the ex-
perimental area, and the reference speckle image which was acquired without any phase
sample but with the experimental setup in place and the infrared source turned on, both
exhibited a change in their global mean image intensity values that depended on the room
temperature. It does not hamper carrying out similar experiments spread over time if the
reference and sample speckle images are acquired consecutively at the same time - which
takes a few minutes - and which is the method we employed in our experiments. Subse-
quently, a brief commentary on intensity inhomogeneities in our speckle images and the
use of spatial filtering to reduce them was presented, followed by a description of how
our (human) inability to visualize the infrared increased the complexity of placing infrared
optical components in their correct positions to ensure proper light focussing, which we
ameliorated to a great degree with a rudimentary IR optical focussing aid.

The LWIR speckle-based phase imaging modality is further tested by fabricating a struc-
tured phase mask - a smiley pattern, which we used to reconstruct the wavefront of such a
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phase sample. It served as another example of the complementary value of phase informa-
tion for reconstructing a particular object when the usually imaged intensity information
is unable to do so conventionally, and demonstrated the diffuser’s ability to encode phase
information of an object onto a speckle pattern upon transmission.

The quantitative aspects of wavefront reconstruction using our methodology are then pre-
sented to round off the discussion of these first experiments and successful experimental re-
sults in longwave infrared wavefront reconstruction using a scattering medium for speckle
imaging. The key findings of the work presented in this manuscript demonstrate that our
objective of developing a speckle imaging system using complex scattering media in the
longwave infrared region of the electromagnetic spectrum, has been successfully realised.
It has opened up the avenue towards reconstructing thermal wavefronts for more complex
phase samples, and for an improved understanding of longwave infrared speckle-based
phase imaging.

5.1 Future prospects

While we have seen at a glance some of the avenues where future work will be needed to
advance this technique, we begin on a footing where this first work has shown the possibil-
ities for using the longwave infrared to carry out wavefront sensing using speckle imaging.
We begin with some of the immediate work that will be carried out ahead, and also point
towards developments that will carry this broad field towards utilitarian applications as well
as further investigations into the field of infrared speckle imaging.

One of the first phase samples that we want to subsequently test is a fabricated phase sam-
ple of an USAF target pattern which is used for optical resolution characterization. The
phase design of this sample, as shown in Figure 5.1, is highly irregular and discontinuous
compared to the samples we have tested till now, and it will be a test of the phase reso-
lution and sensitivity capabilities of our LWIR speckle imaging-based wavefront sensing
technique.

A more application-oriented experiment would be to try to characterize structures on a
Silicon substrate like integrated circuits or resistors on substrates, as can be seen in Figure
5.2, which would enable thermal imaging of visually opaque samples as shown in some
previous work using a different thermal imaging technique [285]. Here, the idea would
be to use the temperature dependence of the refractive index which modifies the optical
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Figure 5.1: A 1951 USAF resolution test chart sample used as the design for a nanoscribe
fabricated phase sample.

phase. Therefore, temperature - in Silicon, for instance - could be deduced from phase
measurements rather than from intensity measurements as usual.

Figure 5.2: Thermal image of a gold resistor obtained through a 500 µm silicon substrate,
from [285].
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We also wanted to use infrared filters to see if we could carry out spectroscopic studies.
However, for the infrared filters that we tried, the intensity of the speckle pattern was too
low. We need to therefore figure out how to investigate carrying out LWIR speckle imaging
with higher intensity sources, which was until now limited due to the camera sensor’s
sensitivity to large incident thermal radiation.

An additional aspect of this work, that could be investigated in the future, concerns the
modelling of speckle patterns. Based on an analytical model, as described in appendix A,
the near-field speckle was calculated for visible speckles. Carrying out a similar analysis
for LWIR speckles can be used to compare with and enhance the theoretical understanding
of experimental LWIR speckles, and also utilize such calculations to fine tune our technique
and test new applications.

In this manuscript, we have described the development of a novel longwave infrared speckle
imaging system that is capable of reconstructing thermal wavefronts. We have also seen
the need for such techniques for practical applications, and this work also opens the avenue
to carrying out further experiments in the LWIR by utilizing speckle imaging for imaging
through scattering media and investigating speckle physics in the LWIR. In addition, it has
also broadened the utility of speckle-based wavefront sensing techniques for multi-spectral
applications in different domains. The emerging innovative field of computational imaging
and lensless imaging [286] has shown transformative applications that are promising for
potential applications in the LWIR, if they can be adapted to our LWIR wavefront sensing
technique. Many other research ideas at the cutting-edge of visible speckle physics might
also be amenable for translating to the LWIR, after the challenges in the LWIR are worked
upon. We hope this thesis will be of use in future research in the broad domain of infrared
phase imaging.
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[98] V. Balasubramani, M. Kujawińska, C. Allier, V. Anand, C.-J. Cheng, C. De-
peursinge, N. Hai, S. Juodkazis, J. Kalkman, A. Kuś, M. Lee, P. J. Magistretti,
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Appendix A

Analytical Modelling of Speckle

This appendix presents the key ideas relating the surface topography of a random rough
surface to the near-field speckle intensity using first-order perturbation theory. The theory
was developed by Greffet and Carminati [287], and has been used for the analysis of the
near-field speckle properties random gold films by Laverdant et al. [288].

A.1 Speckle generation due to scattering from a rough
surface

The scattering of light during transmission through random rough surfaces results in a com-
plex intensity pattern. This intensity pattern displays irregular fluctuations, and is known
as a speckle. The near-field speckle pattern originates from the residual roughness of the
scattering medium’s surface. A direct relationship between the near-field speckle pattern
and the statistical properties of a random rough scattering surface was shown by Greffet
and Carminati [287].

A.1.1 Scatterer topography and correlation function

The correlation function is first defined for the near-field intensity, and then it is shown
that the power spectral density of the intensity can be obtained by multiplying the power
spectral density of the surface topography by a transfer function, whose explicit form is
derived. Speckle contrast is also shown to be proportional to the root-mean-squared (rms)
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roughness of the surface, and that the contrast decreases when either the temporal or spatial
coherence of the illuminating beam is reduced.

A random rough surface is defined as a surface whose height z = S(r||) at a point r|| is
a random variable with zero mean (i.e. 〈S(r||)〉 = 0) and a Gaussian probability density
function. The rms height is called the roughness, δ, and the correlation function is:

〈S(r||)S(r′||)〉 = δ2C(|r′|| − r|||) (A.1)

The surface is assumed to be isotropic, stationary and random, characterized by the corre-
lation length a, with the correlation function depending only on |r′|| − r|||.

Due to the translational invariance of the surface, the Fourier transform is defined on a finite
area A of the surface profile S(r||). The Fourier transforms of SA(r||) and C(|r′|| − r|||)
are:

SA(r||) =
1

4π2

∫
d(k||)SA(k||)e

−ik|| · r|| (A.2)

C(|u|) =

∫
d(k||)g(k||)e

−ik|| ·u (A.3)

The Weiner-Khinchin theorem relates the Fourier transform of the correlation function,
g(k||), to the power spectral density of the surface:

lim
A→∞

〈SA(k||)SA(−k||)〉
A

= 4π2δ2g(k||) (A.4)

A.1.2 First-order perturbation theory to compute transmitted
electric field

The near-field can be computed using a first-order perturbation approach if the ratio δ/λ <
0.05. To first-order in δ/λ, the scattered field is linear to the surface spectrum. The scat-
tered field then itself is a random variable, with the fluctuations in the near-field intensity
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giving rise to a near-field speckle. The near-field speckle originates from random intensity
variations due to the random roughness of the surface, in contrast to a far-field speckle
which has universal statistical properties.

We consider an incident wave Einc coming from z < S(x, y), ε = ε2 illuminating an
interface separating two dielectric media. The transmitted wave Et in z > S(x, y), ε = ε1

is expanded on a plane wave basis:

Et(r) =

∫
d(k||)et(k||)e

i(k|| · r||)+γ1z (A.5)

where, γ1 =
√
ε1ω2/c2 − k2

|| with Im(γ1) > 0 & Re(γ1) > 0, r = (x, y, z) and r =

(x, y). We need to find the unknown et(k||). As ∇ ·E = 0, et(k||) · k|| = 0, and only
two components are needed to describe the field, et can be split into the two s- and p-
components as:

et(k||) = et,s(k||)at,s(k||) + et,p(k||)at,p(k||) (A.6)

where,

at,s(k||) = az × k||/|k||| (A.7)

at,p(k||) = at,s(k||)×
k|| + γ1az
n1k0

(A.8)

with, n1 =
√
ε1, Im(n1) > 0 and az = ẑ.

To get a perturbative solution to Equation A.5, the field is expanded in powers of δ/λ:

et(k||) = e
(0)
t (k||) + e

(1)
t (k||) (A.9)

Using the boundary condition [289], the Fresnel transmission factors for the zero-order
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field are recovered:

[
e
(0)
t,s

e
(0)
t,p

]
=

 2γinc2

γinc1 +γinc2
0

0
2n1n2γinc2

ε1γinc2 +ε2γinc1

[eincs
eincp

]
(A.10)

where, γ2 =
√
ε2ω2/c2 − k2

|| with Im(γ2) > 0 & Re(γ2) > 0. The first-order contribution
can be written as:

e
(1)
t (k||) = S(kinc|| − k||)L(k||,k

inc
|| )einc (A.11)

where, L is a linear operator connecting the s- and p-components of the electric field:

[
e
(1)
ts (k||)

e
(1)
tp (k||)

]
= i

γ2 − γ1
4π2

S(kinc|| − k||)R
−1(k||,k||)R(k||,k

inc
|| )

[
tse

inc
s

tpe
inc
p

]
(A.12)

where, the operator R is:

R(k||,k′||) = −n2
2

ω2

c2

 k̂|| · k̂′||
γ1(k̂′||)
n1ω/c

k̂′|| · (az × k̂||)
γ2(k̂||)

n2ω/c
k̂|| · (az × k̂′||)

γ1(k̂′||)γ2(k̂||)(k̂′|| · k̂||)+|k||||k′|||
n1n2ω2/c2

 (A.13)

The expression of the scattered field is finally obtained by introducing Equation A.11 in
Equation A.5:

E
(1)
t (r) =

∫
d(k||)S(kinc|| − k||)e

iγ1z
{
L(k||,k

inc
|| )einc

}
ei(k|| · r||) (A.14)
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A.1.3 Scatterer topography and speckle contrast

The near-field intensity is the square modulus of the electric field:

I(r||, z) = |E(0)
t (r||, z) + E

(1)
t (r||, z)|2 (A.15)

and to first order in δ/λ:

I(r||, z) = |E(0)
t (r||, z)|2 + 2Re

{
E

(1)
t (r||, z) · E(0)∗

t (r||, z)
}

(A.16)

which can be written as a constant zero-order term and a first-order term in δ/λ:

I(r||, z) = I(0)(z) + I(1)(r||, z) (A.17)

and which shows that the zero-order term has no contribution in image modulation when
constant height scans are carried out.

In order to relate the near-field intensity’s correlation function to the spectral power density
of the surface, we first write the intensity correlation function at constant height:

〈I(r||)I(r|| + u)〉 = 〈I(0)I(0)〉+ 〈I(1)(r||)I(1)(r|| + u)〉 (A.18)

Neglecting the constant zero-order term and the cross-term contribution, and using Equa-
tion A.16, Equation A.14 & Equation A.4, we get:

〈I(1)(r||)I(1)(r|| + u)〉 = Re
{∫

δ2g(k||)F (k||)e
i(k|| ·u)d(k||)

}
(A.19)

where, F (k||) is a filter function that depends on the polarization, observation height and
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the incident field wavevector, given by:

F (k||) =2[e
(0)∗
t ·L(kinc|| − k||,k

inc
|| )einc]e

iγ1(kinc|| −k||)z{
e
(0)
t ·L∗(kinc|| − k||,k

inc
|| )e∗ince

−2Im[γ1(kinc|| )]−iγ∗1 (kinc|| −k||)z

+ e
(0)∗
t ·L∗(kinc|| + k||,k

inc
|| )eince

−2iγ∗1 (kinc|| )z+iγ1(kinc|| +k||)z

} (A.20)

The filter function depends both on the incident wave vector and the incident frequency,
conveying all the information about the illuminating beam’s spatial and temporal coher-
ence.

A useful characterization of a speckle is the ratio between the fluctuations of the intensity
and the average intensity. This is the speckle contrast, defined as:

CI =

√
〈I2〉 − 〈I〉2
〈I〉

=

√
〈I(1)2〉
I(0)

(A.21)

Putting u = 0, we obtain 〈I(1)I(1)〉 and it is evident that the speckle contrast is proportional
to the roughness δ.

Using this perturbative approach, a speckle simulated from a random rough surface profile
does not turn out to be isotropic. This is due to the dependence of F (k||) on the direction
of k||, whereas the power spectral density depends only on the modulus of k||.

Experimentally, it is known that the speckle contrast decreases as the temporal coherence
length of the illumination decreases, and this can be simulated by an average filter func-
tion F (k||) integrated over the spectrum of the source. Simulations show that the speckle
contrast also reduces similarly as the spatial coherence is reduced.

From equation 2.25, we know that the speckle grain size is proportional to the wavelength
of the incident light. In our case, we consider the reference wavelength to be 10 µm, which
is also the order of magnitude of the speckle grain size. We also know that under certain
conditions of the validity of first-order perturbation theory to model scattering on rough
surfaces, the speckle contrast is linearly proportional to the roughness of the scattering
medium [287] [290]. We chose to work with a surface scatterer instead of a volume scat-
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terer so as to draw from previous work carried out in the visible regime [51] using thin
diffusers which have a higher angular memory effect, as discussed in Section 2.2.2.3.
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ABSTRACT

Long wave infrared (LWIR) radiation between 7-14 µm allows passive imaging and is the fingerprint region for spec-

troscopy. Infrared (IR) imaging has wide-ranging applications in thermography, airborne atmospheric sensing, fault

detection, and non-invasive medical testing. However, existing cameras are only sensitive to the amplitude, but not to

the phase of IR radiation. The technique of speckle imaging enables the detection of phase or intensity through complex

scattering media - at visible and IR wavelengths. We have developed a novel broadband LWIR speckle imaging configu-

ration for wavefront sensing, utilizing a thin diffusive medium and an uncooled microbolometric camera. Taking advantage

of the large angular memory effect of the diffuser, deformations in the speckle image can be ascribed to local variations

in the phase of the impinging wavefront. The spatial shifts of the speckle grains in the images are registered using a

rapid diffeomorphic image registration algorithm, generating a high-resolution mapping of the local phase gradients. The

local phase gradients are then integrated in 2-D to reconstruct the wavefront profile. We have successfully demonstrated

thermal wavefront reconstruction using LWIR speckle imaging in infrared optical samples, ranging from optical lenses to

fabricated complex phase samples. The experimental setup and technique are characterized, keeping in mind its utility for

promising future applications in imaging through visually non-transparent media like semiconductor wafers, engineered

nano-electronic surfaces, and infrared optics.

KEYWORDS

Phase imaging, Infrared imaging, Wavefront sensing, Complex media

MOTS CLÉS

Imagerie de phase, Imagerie infrarouge, Imagerie de front d’onde, Milieux complexes

RÉSUMÉ

Le rayonnement infrarouge à ondes longues (LWIR), entre 7 et 14 µm, permet l’imagerie passive et constitue une gamme

spectrale cruciale pour la spectroscopie. L’imagerie infrarouge (IR) a de nombreuses applications dans les domaines

de la thermographie, de la détection aérienne et atmosphérique, de la détection des défauts et des tests médicaux non

invasifs. Les motifs de tavelures, ou "speckle", permettent de détecter la phase ou l’intensité en utilisant des milieux

diffusants complexes - aux longueurs d’onde visibles et infrarouges. Nous avons mis au point une nouvelle configuration

d’imagerie du front d’onde, en utilisant un milieu diffusif mince et une caméra microbolométrique non refroidie travaillant

dans la gamme LWIR. En exploitant le fort effet mémoire de diffuseurs minces, les déformations locales de la figure de

speckle permettent de remonter à une information quantitative sur les gradients locaux de la phase optique. Ceux-ci sont

ensuite intégrés en deux dimensions pour reconstruire le profil du front d’onde. Nous avons démontré avec succès la

reconstruction d’un front d’onde LWIR dans des échantillons optiques infrarouges, allant de lentilles optiques et jusqu’à

des échantillons de phase complexes. Le dispositif expérimental et la technique sont caractérisés, en gardant à l’esprit

leur utilité pour des applications futures prometteuses dans l’imagerie à travers des milieux visuellement non transparents

tels que les semi-conducteurs, les surfaces nano-électroniques et les optiques pour l’infrarouge.
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