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Résumé

Que ce soit dans les fibres optiques qui permettent un accès pratique à l’information en ligne,

dans la chirurgie, l’usinage, la gravure de semi-conducteur, les imprimantes. . . les sources laser

font aujourd’hui partie de notre quotidien. Mais qu’est-ce qui les rend unique ? La réponse est

simple si l’on considère le laser comme un concentré de lumière. Or, concentrer la lumière, est dans

l’imaginaire collectif souvent relié à des effets dévastateurs (Siège de Syracuse, Star Wars, . . . ). Les

premiers fonds de recherche dédiés à l’étude de l’arme laser date des années 70 (DARPA – Excalibur

Project). Dans le cadre d’un projet à moyen/long terme de recherche et développement d’armes laser

de fortes puissances, MBDA France en coopération avec ALPhANOV, développe des essais autour

d’un laser continu de haute puissance pour quantifier la vulnérabilité des cibles.

La vulnérabilité laser fait référence à la susceptibilité d’un système, d’un appareil ou d’un matériau

d’être endommagé par l’exposition à un rayonnement laser. La vulnérabilité au laser varie en fonction

de la longueur d’onde, de la puissance et de la durée de l’exposition au rayonnement, ainsi que des

caractéristiques du système ou du matériau exposé.Le travail présenté dans cette thèse a pour objectif

de développer des outils permettant de quantifier la vulnérabilité des cibles illuminées par un laser

de forte puissance.

Le travail doctoral s’articule autour de plusieurs problématiques distinctes. La première porte sur

la quantification spatio-temporelle des réflexions du laser au contact de la matière, sources de possibles

dommages collatéraux. Dans un second temps, l’obtention de cartographies de températures est une

étape clé pour déterminer l’état de la cible, car les effets du laser sont majoritairement thermiques.

Pour finir, la détermination des variations spatio-temporelle du flux absorbé par la cible permettent

d’identifier pour ensuite prédire les élévations de température et donc l’état de la cible. Chacune des

thématiques étudiées a fait l’objet d’une première étude sans dynamique thermique pour construire

et valider des méthodes appliquées, dans un second temps, lors d’illuminations laser de fortes
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puissances.

En conclusion, les méthodes proposées dans cette thèse, à savoir un dispositif expérimental de

mesures de champs de réflectivités bidirectionnelles, le développement d’une nouvelle approche de

mesures de températures sans contact appelée Active-Thermo-Reflectometry ainsi que des méthodes

de fluxmétrie, permettent de quantifier la vulnérabilité des cibles illuminées par des sources laser de

fortes puissances.

Mots-clés : Conditions Extrêmes, Thermographie Infra Rouge, Méthode Inverses, Imagerie,

Hautes températures, Hauts flux, Réflexion, Absorption, BRDF
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Abstract

Whether used in fibre optics for convenient online access to information, surgery, machining,

semiconductor etching or printers, laser sources are now part of our everyday lives. But what makes

them unique? The answer is simple, if you think of a laser as a concentrate of light. In the collective

imagination, concentrating light is often associated with devastating effects (Siege of Syracuse, Star

Wars, etc.). The first research funds dedicated to the study of laser weapons date back to the 1970s

(DARPA - Excalibur Project). As part of a medium/long-term project to research and develop high-

power laser weapons, MBDA France, in cooperation with ALPhANOV, is developing tests using a

high-power continuous laser to quantify the vulnerability of targets.

Laser vulnerability refers to the susceptibility of a system, device or material to be damaged

from exposure to laser radiation. Laser vulnerability varies according to the wavelength, power and

duration of exposure to the radiation, as well as the characteristics of the system or material exposed.

The aim of the work presented in this thesis is to develop tools for quantifying the vulnerability of

targets illuminated by a high-power laser.

The doctoral work focuses on several distinct research axis. The first concerns the spatio-temporal

quantification of laser reflections on contact with matter, which are a source of possible collateral

damage. Secondly, obtaining temperature maps is a key step in determining the state of the target, as

the effects of the laser are mainly thermal. Finally, determining the spatial and temporal variations

of the absorbed flux by the target makes it possible to identify and then predict temperature rises

and therefore the state of the target. Each of these axis studied was the subject of an initial study

without thermal dynamics in order to develop and validate methods that were then applied under

high-power laser illuminations.

In conclusion, the methods proposed in this thesis, namely, an experimental device for measuring
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bidirectional reflectivity fields, the development of a new approach to non-contact temperature

measurement called Active-Thermo-Reflectometry, and fluxmetry methods, enable the vulnerability

of targets illuminated by high-power laser sources to be quantified.

Keywords :Extreme conditions, Infrared thermography, Inverse methods, Imaging Systels, High

temperatures, High flux, Reflection, Absorption, BRDF
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1.1. SOCIETAL & INDUSTRIAL CONTEXT

1.1 Societal & industrial context

Whether for fibre optics that allow convenient access to online information, in printers, in cars

(lidar) or for cutting sheet metal, for example, laser sources are now part of our daily lives. However,

what makes them so unique? The answer is simple when we consider what a laser is: concentrated

light.

Laser radiation is first and foremost a spatial, temporal and spectral concentration of photons.

The spatial aspect refers to the photons all sharing the same direction, and the temporal aspect refers

to photons being coherent and oscillating in phase with each other at a given wavelength. It is easy to

understand that this concentrated energy offers infinite possibilities, which is one of the most striking

features of this invention. When Albert Einstein described the principle of stimulated emission for

the first time in 1917 (without being able to prove it experimentally), he did not propose any specific

applications. Nevertheless, this principle has led to the aforementioned presence of lasers that are

now integral to modern technology.

One specific application, high-powered lasers, involves concentrating large amounts of light

energy, which can cause devastating effects. This can be seen in the multitude of stories including

laser weapons, for example, Superman’s laser heat waves from his eyes (1933) or the Death Star from

the Star Wars saga, which projects a laser beam (1977) (see Figure 1.1).

However, the idea of concentrating light to make a weapon is much more ancient. In 237 BC,

Archimedes himself is said to have made a mirror to focus sunlight to sink ships that were attacking

the city of Syracuse.
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Figure 1.1: Selected examples of luminous weapons in fiction and legend: a) lightsaber, (b) Death
Star, (c) heat vision of Superman and (d) the Archimedes mirror.

This common trope came to life at the beginning of the Cold War, when the first studies and

prototypes were realised [8]. In the 1970s, after a series of field validations of high-powered ground-

based CO2 lasers, the United States launched its first anti-structure laser weapon proof-of-concept

program called the Airborne Laser Lab (ALL), the origin of the airborne laser (ABL), a 480 kW CO2

laser mounted on a Boeing NKC-135 tanker aircraft [9, 10, 11]. During its 11 years of operation, this

proof of concept was used to destroy several AIM-9 missiles as well as drones. The laser was retired

in 1984 and has been on display at the Air Force Museum at Wright Patterson Air Force Base since

1988. Since then, many developments have taken place in different countries in different applications

(naval, air and land).

One of the major difficulties in the use of such a system towards military applications is under-

standing target vulnerability. In conventional systems, missiles take a predictable amount of time to

reach their target, which is then destroyed nearly instantaneously upon contact. In contrast, lasers

travel at light speed and are able to hit their targets essentially instantly. The effects of lasers are

mainly thermal, requiring a certain amount of time for the target to degrade (burn/deform). The
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Figure 1.2: Illustration of a laser system: (a) left-side view of an NKC-135 airborne laser [1] and
(b) MBDA showcased HELMA-P laser anti-drone system mounted on an Arquus Sherpa armored
vehicle [2].

difficulty is to determine in advance whether the target system will be defeated.

1.2 Context of this thesis

This thesis topic is part of a project for the research and development of multi-kW laser weapons.

Following the diversification of threats in the modern world and the risks of laser illumination, MBDA

France is acquiring a test facility for continuous high-powered lasers. The general objective of MBDA

France is to have the capacity to quantify the vulnerability of these targets. Specifically, studies are

performed through target illumination tests for different applications (materials, technologies). The

overall scientific objective of the project is to determine the following for high-powered continuous

lasers:

• knowledge and understanding of laser–matter interactions,

• experimental characterisation of the phenomena involved using original imaging methods (IR

imaging, innovative multifunctional sensing, etc.),

• development of inverse methods for the estimation of optical and thermophysical properties.

Given a relevant material’s family of interest, different degradation mechanisms are involved,

which can be thermal, thermomechanical, thermochemical, or even a combination of these.
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The main motivation of this thesis is to quantify the radiative balance between the power

absorbed by the material under illumination and the reflected power. This quantification addresses

both local and global scales, as the excitation modes that are produced lead to very pronounced

gradients. For the experimental part, bench capacity for high-powered laser excitation has already

been developed, including all aspects related to laser safety [12].

The work presented in this thesis focuses on the development of experimental techniques for

multi-parameter/multi-spectral characterisation techniques and numerical methods to obtain the

desired parameters. From a schematic point of view, laser ablation or high-energy laser (HEL) beam

interactions with matter can be summarised according to the following diagram (Figure 1.3). The

illuminated area involves complex problems, with variations in thermophysical properties, phase

changes, oxidation, etc., whereas the rest of the target is mainly subjected to thermal diffusion.

The starting point of this thesis assumes that no measurement can be done in the illuminated part.

Consequently, the challenge lies in determining the behaviour of the illuminated area by studying its

surroundings.

Figure 1.3: Schematic representation of the different zones of interest during HEL illumination and
PhD objectives.
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To achieve the objectives of the thesis and to remove the current barriers, the work is organised

along the following four axes:

– Experimental and numeric development of methods for measuring reflection fields

This work relies on rich literature [13, 14] addressing in the visible range to determine the reflection

field of lasers impacting opaque materials in the infrared range. This is a new avenue for the I2M-

TREFLE laboratory. While the laboratory has great experience working with transmission [15, 16,

17, 18, 19, 20, 21], measuring reflection fields necessitates extending the team’s primary topic and

introduces related challenges.

– Experimental and numeric development of methods for measuring temperature fields with an

infrared camera

The idea is to superimpose a spectral signal reflected by the surface on its own emission. This

superposition would allow the reflection coefficient to be characterised simultaneously with the

emission coefficient. Related techniques, which are described in the literature [22, 23], are adapted

here in real time and for imaging.

– Analytical development and applying inverse methods to measure the heat flux actually ab-

sorbed by the sample

In areas far from the laser’s impact, the thermal properties of the material behave relatively

linearly. This allows the use of inverse techniques that were recently developed at I2M-TREFLE.

Combined with thermal imaging, this enables the complete characterisation of possibly anisotropic

materials [24, 25, 26, 27, 28, 29, 30].

– Application of various proposed methods under HEL illumination

At this stage, the different methods studied at the laboratory scale or by numerical studies is tested

under extreme conditions.
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2.1. INTRODUCTION

2.1 Introduction

This chapter introduces fundamental radiative laws and quantities necessary for understanding

this thesis.

2.2 Fundamentals of thermal radiation

The electromagnetic spectrum describes all electromagnetic radiation classified by frequency,

wavelength or energy. Infrared radiation (IR), with wavelengths ranging from a few microns to

several millimetres, is only a small part of the electromagnetic spectrum, which ranges from infinitely

small (< 10−15 m) to long waves of greater than several tens of kilometres (see Figure 2.1).

Figure 2.1: Schematic of the electromagnetic wave spectrum [3].

The thermal radiation carries energy E (J). The Planck–Einstein relation (see Eq. 2.1) describes the

link between the amount of energy and the wavelength.

E = hν =
hc
λ

(2.1)

where h is the Planck constant (h ≈ 6.626× 10−34 m2
· kg · s−1), c is the speed of light (c ≈ 3× 109m · s−1)

in air, λ is the wavelength (µm) and ν is the frequency (Hz).

Just as electromagnetic waves have a wide domain of wavelengths, they carry vastly different

amounts of energy. Thermal radiation may be defined as electromagnetic waves that are emitted by a

medium solely due to its temperature. This definition limits the range of wavelengths of importance
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for heat transfer between 0.1 µm and 100 µm. IR radiation consists of 3 distinct bands. The boundaries

of each band depend on conventions that vary according to the user. The IR camera user community

tends to define the infrared wavelength based on the camera sensor spectral range [7], whereas

the optical community has other markers; for example, the ISO 20473:2007 standard for "Optics

and Photonics" defines the IR spectrum (see Table 2.1). In this manuscript, the camera-user-based

distinction is used.

Short-wavelength (µm) Mid-wavelength (µm) Far-wavelength (µm)
Camera user 0.8 - 2 2 - 5 7-13
Optical community 0.78 - 3 3 - 50 50 -5000

Table 2.1: Description of the infrared spectrum.

2.3 Definition of a black body

When an electromagnetic wave impinges upon a surface (solid or liquid surface, particle or

bubble), the wave may be reflected (either partially or totally), and the rest of the wave penetrates

into the medium. While passing through the medium, the wave may continuously be attenuated. If

the wave is completely attenuated, the medium is considered opaque. If the wave passes through

the medium without any attenuation, it is termed transparent, while a body with partial attenuation

is called semi-transparent. An opaque surface that does not reflect any radiation is called a perfect

absorber or a black surface. When we "see" an object, our eyes absorb electromagnetic waves from

the visible part of the spectrum, which have been emitted by a light source and have been reflected

by the object towards our eyes. We cannot see a surface that does not reflect radiation; therefore, it

appears "black" to our eyes. Since black surfaces absorb the maximum possible amount of radiative

energy, they serve as a standard for the classification of all other surfaces.

It is easy to show that a black surface also emits a maximum amount of radiative energy, i.e.,

more than any other body at the same temperature. To show this, the second Kirchhoff law [31] is

used: Consider two identical black-walled enclosures, thermally insulated on the outside, with each

containing a small object, one black and the other one not, as shown in Figure 2.2.

After a long time, in accordance with the Second Law of Thermodynamics, both entire enclosures

and the objects within are at the same uniform temperature. This characteristic implies that every
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Figure 2.2: Kirchhoff Law presentation.

part of the surface emits precisely as much energy as it absorbs and that both objects in the different

enclosures receive exactly the same amount of radiative energy. However, since the black object

absorbs more energy (i.e., the maximum possible), it must also emit more energy than the non-black

object. By the same reasoning, it is easy to show that a black surface is a perfect absorber and emitter

at every wavelength for any direction (of incoming or outgoing electromagnetic waves) and that the

radiation field within an isothermal black enclosure is isotropic and homogeneous (i.e., the radiative

energy density is the same at any point and in any direction within the enclosure). Before going

further in the description of IR, it is important to introduce some physical quantities that describe

radiation.

2.4 Useful radiometry quantities

Figure 2.3 illustrates the notation of the International System of Units (SI) dedicated to radiometric

quantities [32].

In this manuscript, the notations of Michael F. Modest [33] are used to describe radiometric

quantities as described in Figure 2.3. The radiant flux (or emissive power) corresponds to the

amount of energy emitted by a source. The emissive power can be described as the total power while

working on the whole spectrum (q : W) or the spectral emissive power (q(λ) : W · µm−1) at a given

frequency (or range). The radiant flux density corresponds to the amount of energy emitted per

unit of time from a given surface. The radiant flux density can be described as total while working
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2.5. PLANCK’S LAW

Figure 2.3: Introduction to hemispherical/directional radiative quantities.

on the whole spectrum (q̇ : W · m−2) or by the spectral radiant flux density (q̇(λ) : W · m2
· µm−1)

at a given frequency (or range). Even though the radiant flux density appears to be the natural

choice to describe radiative heat flux leaving a surface, it is inadequate for describing the directional

dependency of electromagnetic waves that leave a surface. Therefore, very similar to the emissive

power, one defines the radiative intensity (I : W ·m2
· sr−1µm−1) as the radiative energy flow per unit

solid angle, wavelength and unit area normal to the rays. This quantity can also be used for reflection

(Ir), transmission (It) and emission (Ie).

2.5 Planck’s law

Now that the fundamental quantities have been introduced, one can express the amount of

energy radiated from a surface in a given direction for a given wavelength from a black body

(Ib(λ,T) : W ·m2
· sr−1µm−1) by Planck’s law as described in Eq. 2.2.
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Ib(λ,T) =
2 h c2

λ5
1

e
h c
λTkB − 1

(2.2)

where h is the Planck constant (h ≈ 6.626 × 10−34 m2
· kg · s−1), kB is the Boltzmann constant

(kB = 1.380649 × 10−25 J · K−1), c is the speed of light (m · s−1) in air and λ is the wavelength (m).

Figure 2.4 shows the black body radiative intensity function of wavelength for representative

temperatures upon laser interaction with a material. The maximum intensity is observed to shift

towards lower wavelengths for each higher-temperature condition.

Figure 2.4: Black body radiative intensity function of the wavelength for different temperatures.

In this work, two cameras with two spectral ranges, InSb (1-5 µm) and MCT (7-13 µm), are used.

To choose the best kind of sensor, one can study the sensitivity of Planck’s law to the temperature shift

over two different wavelengths that are representative of the sensor (i.e., 4 µm and 10 µm). To choose

the best wavelength, the sensitivity of the Planck’s law as a function of temperature is presented

in Figure 2.5.a, illustrating that the sensitivity in both spectral ranges increases with increasing

temperature. For a wavelength of 10 µm, the sensitivity follows a logarithmic curve starting from

0.1 to 0.7 W · m2
· sr−1µm−1

· K−1, and for a wavelength of 4 µm, the observed curves have the same

logarithmic shape but a larger amplitude (from 0.01 to 25 W ·m2
·sr−1µm−1

·K−1). The intercept between

both curves is at 130 ◦C. Based on this observation, one chooses a far-infrared camera while working

near ambient temperature and a mid-infrared camera while working with temperatures greater than

250 ◦C.
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In this study, the high power of the laser imposes a large thermal shift. Measuring large thermal

gradients is a challenging situation because one wishes to simultaneously measure low and high

temperatures in the same frame. This often leads to image saturation for high-temperature areas

and insufficient signal for measurement in other areas. A way to overcome this issue is to choose an

instrument (camera) with an adequate spectral range where Planck’s law does not vary much with

temperature. This is illustrated in Figure 2.5.b for both wavelengths of 4 µm and 10 µm, where the

temperature is plotted as a function of Planck’s law. Both curves have an exponential shape; however,

the range of radiative intensity required to observe a thermal dynamic of 1500 ◦C extends over four

decades to 4 µm, and only two decades are needed at 10 µm. Based on this observation, one chooses

the MCT sensor to study dynamic thermal changes.

Figure 2.5: Study of Planck’s law as a function of the temperature for two wavelengths (4 and 10
µm): (a) temperature function of black body radiative intensity and (b) derivative of the black body
radiative function of the temperature intensity.

The major drawback of this choice appears while working with noisy data. Considering a 10%

error in the radiometric measurement, the error in the temperature measurements is higher at 10µm

than at 4µm due to the slope of the curve. This is illustrated in Figure 2.6, where the error generated

is 2 to 3 times larger at 10 µm than at 4 µm.
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Figure 2.6: Theoretical relative error in temperature measurement with a 10% underestimation of
Planck’s law for 2 wavelengths (4 µm and 10 µm).

2.6 Wien’s displacement law

Wien’s displacement law states that the peak of the black body radiation curve (λpeak : m) depends

on the black body’s temperature. The shift in wavelength is inversely proportional to the temperature.

Eq. 2.3 describes the shift of that peak and is a direct consequence of Planck’s radiation law, as shown

in Figure 2.7.

λpeak =
b
T

(2.3)

where b is Wien’s displacement constant (b ≈ 2.89 × 10−3, m · K) and λpeak is the wavelength (m).

2.7 Stefan–Boltzmann law

By integrating Planck’s law over the upper hemisphere and on the entire spectrum, one can

compute the total radiative flux density emitted (q̇(T) : W·m−2) by a surface with the Stefan–Boltzmann

law described in Eq. 2.4.

q̇(T) = σT4 (2.4)
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Figure 2.7: Relation between Planck’s and Wien’s laws.

where σ is the Stefan–Boltzmann constant (σ ≈ 5.670 × 10−8 W · m−2
· K−4) and T is the surface’s

temperature (K).

All the laws described before (Planck’s law, Wien’s law and Stefan–Boltzmann’s law) characterise

the emission of electromagnetic waves for a perfect emitter. Nevertheless, these laws are not directly

applicable for non-black-body objects. The following section describes the radiative properties and

factors that influence them.
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2.8 Black bodies and real bodies: radiative properties and Kirchhoff’s law

When the surface of a material receive is illuminated by a beam, the incident energy is distributed

in three ways [31, 34, 35], as shown in Figure 2.8:

• A part is reflected (without penetrating the material). It is referred to as the reflection coefficient

(or reflectance):

Reflectance: R = reflected energy
incident energy =

Qr
Qi

• A part is transmitted although the sample:

Transmittance: T = transmitted energy
incident energy =

Qt
Qi

• A part is degraded as heat within the material and is referred to as the energy absorption factor

(or absorbance):

* Absorbance: A = absorbed energy
incident energy =

Qa
Qi

The three quantities of absorbance, reflectance and transmittance are linked together by the law

of conservation of energy and described by Kirchhoff’s first law as written in Eq. 2.5:

A + T + R = 1 (2.5)

Inconveniently, these quantities depend on surface conditions (roughness, oxidation, temperature)

[36] and therefore must be studied dynamically during laser interaction with the surface.

When applied to opaque bodies, the transmittance of the body is null (T = 0); thus, the terms

used are as follows:

• Absorptivity for absorbance: α for the energy absorbed by the body

• Reflectivity for reflectance: ρ for the energy reflected by the body

44



2.8. BLACK BODIES AND REAL BODIES: RADIATIVE PROPERTIES AND
KIRCHHOFF’S LAW

Figure 2.8: Schematic of the optical balance on semi-transparent media illuminated by an incident
electromagnetic wave.

As this study is dedicated to opaque bodies, these terms are used later. To describe the reflectivity,

two prefixes are generally added. The first one refers to the incident illumination, which can be

described as hemispherical (∩) or directional (denoted by an apostrophe, where the incident direction

is noted as ω⃗i). The second one refers to the reflections and can be described as hemispherical (∩) or

directional (denoted with an apostrophe, where the reflected direction is noted as ω⃗r). This leads to

four different quantities:

• The hemispherical reflectivity (ρ∩: unitless) describes the effectiveness of the surface in reflect-

ing radiant energy regardless of the incident and reflected direction.

• The directional hemispherical reflectivity (ρ′∩: unitless) describes the effectiveness of the

surface in reflecting radiant energy from an incident direction ω⃗i and reflected in all directions.

• The hemispherical directional reflectivity (ρ∩′: unitless) describes the effectiveness of the

surface in reflecting radiant energy regardless of the incident direction and reflected direction

ω⃗r. By an extension of Fermat’s principle, it can be shown that ρ∩′(λ) = ρ′∩(λ).

• The bidirectional reflectance distribution function (BRDF): (ρ′′(ω⃗r|ω⃗i): sr−1) is defined as the

ratio of radiance to irradiance (2.3). It describes the effectiveness of the surface in reflecting

radiant energy coming from ω⃗i and reflected in ω⃗r.
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The relationship between ρ′∩ and the BRDF (ρ′′) is given in Eq. 2.6:

ρ′∩
(︂
T(x⃗), ω⃗i, λ

)︂
=

∫︂
2π
ρ′′
(︂
T(x⃗), ω⃗r |ω⃗i, λ

)︂ ⃓⃓⃓
n⃗ · ω⃗r

⃓⃓⃓
dΩ(ω⃗r) (2.6)

where Ω is the solid angle (sr), T(x⃗) is the temperature at point x⃗ and n⃗ is normal to the surface.

Finally, the prefix “spectral” is added for monochromatic quantities (ρ(λ)).

One can also define a quantity that corresponds to the radiative emitted flux of a body at a given

temperature compared to the radiative emitted flux of the black body at a given temperature:

• Emittance: E for a semi-transparent body (unitless)

• Emissivity: ε for an opaque body (unitless)

The emissivity can be described as total while working over the entire spectrum or spectral

emissivity (ε(λ)) for a given frequency (or spectral range). A distinction can also be made between

the hemispherical emissivity (ε∩) and the directional emissivity (ε′) depending on the spatial

distribution of the emissivity. By definition, for an opaque body, the spectral directional emissivity is

equal to the ratio between the emitted radiative intensity of the surface (Ie) and the emitted radiative

intensity of the black body at the same temperature.

ε′(λ,T(x⃗), ω⃗r) =
Ie(λ,T(x⃗), ω⃗r)

Ib(λ,T)
(2.7)

where T(x⃗) is the temperature (K) at point x⃗, ω⃗r is the direction of interest, Ie is the radiative intensity

(W ·m2
· sr−1µm−1) emitted by the body of interest and Ib is the radiative intensity emitted by the black

body. As most infrared sensors are directional and have a narrow spectral range, this is the most

commonly used quantity for temperature measurements.

By taking into account the fact that an opaque body at thermal equilibrium must radiate as much

flux that it absorbs, Kirchhoff showed that the absorptivity is equal to the hemispherical emissivity

[35].

A(λ) = ε∩(λ) (2.8)
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These quantities depend on multiple parameters, such as temperature, wavelength, surface rough-

ness, orientation, oxidation, and crystallography.

2.8.1 Link between emissivity and reflectivity for opaque media

The factors of absorbance, transmittance and reflectance are selective and dependent on the

wavelength. Based on Kirchhoff’s first law (Eq. 2.5), one can describe an opaque body with Eq. 2.9.

A(λ) + R(λ) = 1 (2.9)

Considering Kirchhoff’s first and second laws, the directional emissivity is expressed in Eq. 2.10

for an opaque body. To obtain this equation, only the radiant flux (W) is used for both the emitted

part that occurs in the entire upper hemisphere (ε∩) and the reflected part from the entire upper

hemisphere of the surface, which is reflected in all directions (ρ∩∩).

ε∩ = 1 − ρ∩∩ (2.10)

This equation can be customised for a given direction and wavelength. The directional emissivity

(ε′) in the direction (ω⃗r) of an opaque body surface is expressed as a function of the directional-

hemispherical reflectivity (ρ′∩).

ε′(λ, ω⃗r) = 1 − ρ′∩(λ,−ω⃗r) (2.11)

Based on the two Kirchhoff laws, the directional emissivity based on the measurement of directional
hemispherical reflectivity can be expressed. From the knowledge of these two physical parameters,
it becomes possible to deduce the absolute temperature of an opaque surface. Therefore, in the
specific case of an IR camera, the absolute temperature fields can be retrieved.

2.8.2 Different kinds of opaque materials

Following introduction of Eqs. 2.10 and 2.11, two characteristic cases are notable. The first one

is the black body (A = ε∩ = ε′ = 1), and the second one is the white body (R(λ) = ρ∩∩ = ρ′∩ = 1),

also known as a perfect mirror. Depending on the wavelength, any real body can transition from the
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first to the second case. A real body is a characteristic case where the value of emissivity depends on

the spectral range. Because an opaque body is not a perfect emitter or a white body, it is considered

a grey body when the emissivity does not exhibit spectral variation. These bodies are illustrated in

Figure 2.9a, and their respective radiative intensities are given in Figure 2.9b. As shown, the presented

grey body has a constant emissivity of 0.6 (-). In contrast, the signal produced by the real body is

more disordered; nevertheless, there are two interesting areas. Between 1 µm and 2 µm, the real body

is black, and between 10µm and 12 µm, the real body is a grey body with an emissivity of 0.8 (-).

(a) Spectral distribution of emissivity for a
black body, a grey body and a real body.

(b) Spectral distribution for different bodies at
the same temperature.

Figure 2.9: Description of a real body.

2.9 Conclusion

In this section, an overview of the basic laws and quantities governing radiative heat transfer are

provided. These fundamental equations are important for describing the complex nature of light–

matter interactions for opaque materials. In this study, we seek to determine this complete radiation

balance by determining where, when and how the laser energy spreads. This identification relies on

thermal aspects for absorption and on optical means for reflection. These aspects are studied in the

following chapter.
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3.1 Context

As seen in the preceding chapter and illustrated in Figure 3.1, when a continuous laser beam

illuminates an opaque material, a part of the incident light is absorbed and turned into heat, and the

remaining part is reflected. As both reflection and absorption are directly proportional to the incident

light intensity or power, when high-power, lasers are used, the consequences for the sample can be

extreme. The Bidirectional Reflectance Distribution Function (BRDF) is an essential measurement

from an industrial point of view, as the dimensions of a laser weapon system and ocular safety during

engagement can be predetermined. To ensure ocular safety, it is better to avoid specular reflections

during laser engagement. This industry-related subject is one of the main motivations of the work

presented in this chapter.

Figure 3.1: Schematic of specular, diffuse and glossy reflections.

When the wavelengths are greater than the surface roughness, the reflections are mainly specular

[37]. As it is best to avoid specular reflections during laser engagement, this work is focused on

pairing the roughness/wavelength transition of BRDF shapes from specular to non-specular reflec-

tions. According to the literature, this transition is expected when the wavelength is 5 to 10 times

higher than the roughness. Measuring BRDFs requires the realisation of an experimental set-up for

acquiring multi-spectral BRDFs. This experimental set-up utilises multi-spectral infrared sources,

an infrared camera, an off-axis parabolic mirror (OAPM) and a monochromator. To observe this

behaviour, the wavelength range of interest is 2.5 µm to 5.5 µm, and the sample surface roughness

ranges from 0.05 µm to 1.6 µm.

Here, the dynamic behaviour for BRDFs in the mid-infrared range is measured through two

different studies. The first is an attempt to measure the BRDF on static samples with multiple

standard roughnesses at different wavelengths. Towards this goal, the complete set-up is introduced,

as well as the development method, and then the results are shown. The second is an attempt to
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measure the dynamic BRDF on an industrial sample when illuminated with a continuous laser on

the kW scale. This topic is developed in Chapter 6.

3.2 Introduction to BRDF measurement

Identifying the BRDFs of opaque materials in IR is a subject that has attracted the interest of the

scientific community for seventy years. For example, nearly 600 publications with both keywords

"BRDF" and "infrared" since 1950 can be counted on Google Scholar, and 209 publications can be

counted when the third keyword "roughness" is added. Among all the publications on BRDF in IR,

none are available in open-access databases, in stark contrast to BRDF databases in the visible light

domain that are very common and accessible (i.e., the MERL BRDF or UTIA BTF database). One

possible explanation is that a portion of BRDF studies have been conducted by military research

laboratories [38, 39, 40, 41].

BRDFs illustrate the probability that light from an incident direction (ωi⃗ ) is reflected to another

given direction (ωr⃗ ). Defined by Nicodemus [42], the BRDF noted ρ′′ (sr−1) is given for a specific

wavelength as the ratio between the reflected radiance Lr (W ·m−2
· sr−1) in a given direction ωr⃗ to the

incident irradiance Ei (W ·m−2) in another direction ωi⃗ (see Eq. 3.1) and is expressed in steradian−1.

ρ′′(ωr⃗ |ωi⃗ , λ) =
dLr

dEi
(3.1)

Both directions are unitary vectors defined by polar (θ) and azimuthal (ϕ) angles, as illustrated in

Figure 3.2, where dω represents the solid angle. Additionally, the indices i and r specify the incident

and reflected directions, respectively. Finally, dS is the elementary surface.

The radiance (Lr) is the radiant flux (or power) P emitted by the surface per unit of solid angle Ω

and per unit of the projected area dA and is expressed in W−1
· sr−1

·m−2.

L =
d2P

cosθ.dA.dΩr
(3.2)

whereΩr is the solid angle expressed in steradians (sr). The solid angle corresponds to a tridimensional

angle. One standard SI measure is defined as the solid angle of a sphere subtended by a portion of

the surface (dA) whose area is equal to the square of the sphere’s radius (r, Britannica definition); see
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Figure 3.2: Geometrical definition of a BRDF angle and its associated coordinates.

Eq. 3.3.

dΩr =
dA
r2 (3.3)

The irradiance (Ei) is the radiant flux received by a surface per unit area, expressed in W−1
·m−2.

E =
dP
dA

(3.4)

3.3 BRDFs in the IR spectral range

In 1981, S. Smith [38] studied BRDFs of two black coatings in the far-infrared [10-350 µm], conclud-

ing that the amplitude and specularity of the BRDF increases with increasing wavelength. Ten years

later, R. Young and B. Wood provided IR BRDF data (2.25-5.25 µm) of NASA space shuttle tiles [43].

U. Oppenheim et al. [44] developed BRDF reference standards in the IR spectrum and characterised

diffuse materials such as sulphur, gold-coated sandpaper and gold surfaces at λ=10.6 µm. That study

shed light on the back-scattering behaviour of a surface and its impact on BRDFs. In 1998, D. White

et al. [45] explored BRDFs in the near infrared domain (NIR) at 0.84 µm on reformer catalyst tubes.

The associated opaque material is a complex alloy of metals (chromium, nickel, carbon, silicon, etc.)

for specific industrial applications. That study revealed the interesting fact that when the light source

is a laser beam, the laser speckle patterns make the BRDF’s signal-to-noise ratio (SNR) increase. S.
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Sandmeier conducted a hyper-spectral study in both visible and broad IR domains for soils and grass

[46]. The thesis of M. Proctor [40] (USAF Institute of Technology) described device optimisation for

multi-spectral BRDFs measurements to create an IR BRDF database for target recognition on battle-

fields. This very ambitious project was the first to promote the creation of such a database; however,

the data were never publicly published. Z. Zhao et al. proposed a multi-spectral BRDF measurement

system design that could be used from the visible range to 10.5 µm [47]. In 2009, B. Balling realised

a comparative study of BRDFs in the MWIR domain on Spectralon standards [48]. The results are

helpful to validate measurements of a BRDF acquisition set-up, but the author investigated only

those reference cases and unfortunately did not publish any BRDF characterisation results with the

developed test bench.

This literature review highlights that despite the existing knowledge, there is a lack of BRDF

characterisation in the IR range for opaque materials. The literature on measurement designs is quite

rich and provides many methods for measuring BRDFs as well as possible avenues for innovation.

Some studies have provided valuable BRDF data for common opaque materials. To conclude, the

field of BRDFs in the IR range still has many opportunities for expansion, which is one of the main

motivations for this chapter.

3.3.1 Devices for measuring BRDFs

The common device for measuring BRDFs is the gonioreflectometer, which has the ability to move

the light source and the detector over the hemisphere. Gonioreflectometers are a convenient tool used

in the majority of publications on experimental BRDFs, whether for laboratory use [45, 49, 50, 51, 52]

or outdoor field applications [39, 46].

A gonioreflectometer is characterised by a high angular resolution and large angle range that allow

the production of accurate and complete BRDF measurements. One major drawback of gonioreflec-

tometers is the tedious method of data acquisition, as the whole hemisphere must be scanned step by

step. The gonioreflectometer size can reach 2-3 m, making laboratory implementation complex. More

innovative designs for BRDF measurements have been realised, such as the kaleidoscopic imaging

system developed by J. Han [5], which has the capacity to image the whole hemisphere at once. The

acquisition time is then faster than it would be for a gonioreflectometer device. The implementation

is also simpler, as it requires no moving parts. However, the extraction and data processing from a
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Figure 3.3: Illustration of the bases for BRDF experimental measurement: (a) goniometer [4], (b)
kaleidoscope [5] and (c) off-axis parabolic mirror [6].

single image is complex, and the spatial resolution is lower than that of gonioreflectometers. Another

way to measure the BRDF was proposed by K. Dana [6], who used an Off-Axis Parabolic Mirror

(OAPM) to image the reflections originating from a single point of the sample’s surface. The mirror

captures rays over polar angles that depend on its dimensions. This method permits the acquisition

of reflections in all directions over the mirror’s polar angle for a single image. A drawback of this

technique is that the original creator did not show clear BRDF measurement results aside from the

spatial exploration of textured samples. Thus, BRDF measurement is still an open research topic,

motivating the current project.

3.4 Methods for characterising BRDFs

3.4.1 Experimental set-up

The laboratory is equipped with an IR camera; therefore, the set-up proposed by K. Dana [6] is

adopted. The wavelength spectral range searched is from 2.5 µm to 12 µm, and the angle range of

reflected light captured is half of the hemisphere.

The importance of OAPMs in the field of surface BRDF measurement has been demonstrated by

K. Dana et al. As illustrated in Figure 3.4, a collimated beam passes through the focal point of the

OAPM. On the other hand, any ray produced from a point source at the focal point of the OAPM is

collimated by the mirror
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Figure 3.4: Schematic showing the OAPM’s focusing property.

By aligning the sample’s surface to the focal point of the OAPM, the reflection measured from

each point of the OAPM’s surface can theoretically be associated with the reflected direction. By

doing so, the BRDF measurement can be acquired.

As illustrated in Figure 3.5, the OAPM concept is included in the complete set-up developed by

C. Pradere & al. [17]. The set-up is composed of the following:

• (1) a single monochromator (TMc300 Bentham) that offers a large spectral range with precise

scanning possibilities coupled with a halogen-SiN (ILD-QH-IR Bentham) light source equipped

with an IR emitter that radiates from over the entire spectrum of interest,

• (2) a beam shutter,

• (3) multiple OAPMs for the collimation stage and for the BRDF measurement. For the BRDFs,

the mirror used to fulfil this role is a 90° silver-coated OAPM from Edmunds Optics with an

effective focal length of 50.8 mm and a diameter of 76.2 mm,

• (4) multiple optical apertures,

• (5) a silicon wafer (where both reflectance and transmittance are nearly 50%) of 10.54 mm

diameter and 0.985 mm thickness,

• (7) an optical lens (focal length: 100 mm, diameter: 100 mm) to image the OAPM, and

• (8) a camera (model SC7000) with an InSb sensor (2.5 µm − 5.5 µm) with a pixel area of 320×256,

a pitch of 30 µm, a frame rate of 100 Hz and an integration time of 1900 µs.
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Figure 3.5: Schematic of the experimental set-up - XY view.

During the measurements with the set-up (Figure 3.5), there are three key points to consider to

ensure good results. First, the sample’s surface must be on the same geometrical plane as the OAPM’s

focal plane. Second, the incident beam must be collimated. Finally, one has to image the reflected

collimated beam with the same diameter as the OAPM.

3.4.2 Presentation of the studied samples and wavelength

To choose the sample of interest, it is important to examine the surface conditions. In this study, a

common material used in industry and a manufacturing process are chosen. To describe the surface

condition, multiple surface roughnesses are obtained with the same process. A common parameter

used to describe the surface condition is the average profile height deviation from the mean line,

denoted by Ra (Figure 3.6.a). Industrial grinding is used to obtain the necessary surface roughness

by removing material from a workpiece with a grinding wheel (Figure 3.6.b)

The samples studied to explore the dependence of surface roughness towards the acquired BRDF

are a set of roughness standard specimens - No. 130 by Rubert & Co. Ltd. In this study, 6 aluminium
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Figure 3.6: Description of the surface condition: (a) definition of the surface roughness and (b)
illustration of the grinding process (image from the company Luxalp).

samples with different surface roughnesses are studied: [0.05, 0.1, 0.2, 0.4, 0.8, 1.6] µm. Each sample

is studied at wavelengths between 3 µm and 5.5 µm. The specimens are numbered from 1 to 6,

corresponding to low to high roughness.

The surface topography for each sample is measured with a ZEISS laser scanning confocal micro-

scope LSM 900 (made available by ALPhANOV) on a surface of 550µm × 475µm.

This chapter presents the results for sample 4 (Figure 3.7), and the rest can be found in Appendix

A. The surface topography is orthotropic with a preferred direction of peaks and valleys along the

x-axis, whereas there is little variation along the y-axis. This is attributed to the orientation of the

grinding wheel during the machining process. Due to the repetitive surface pattern, the area surveyed

can be considered representative of the surface. Based on this measurement, one can assume that the

BRDFs of these samples has a preferred direction of reflection.

3.4.3 Qualitative BRDF acquisition and data processing

Figure 3.8 shows the data acquisition process. First, the sample, wavelength and camera settings

are chosen. Then, the sample is placed on the holder at the OAPM focal plane; to do so, the holder

is placed on a micrometric translation plate. MATLAB is used to drive the camera acquisition and

settings, and LabView is used in parallel to control the monochromator.

In this study, the incident beam is fixed normal to the sample. The camera has an integration
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Figure 3.7: Measured sample 4 surface topography.

times of 2000 µs. Then, the captured images are averaged over 500 frames to remove noise from the

measurements. The acquisition and averaging take approximately 6 s. The resulting image contains

more than 57000 useful pixels corresponding to the same number of reflected directions for each

wavelength. Once images are captured over the entire wavelength range, the chopper is closed to

acquire a background image.

Fundamentally, the BRDF is the ratio between the reflected intensity and incident beam (see

Eq. 3.1). This ratio changes for each reflected direction. However, it is challenging to capture the

incident beam; therefore, it is ignored in this study, and the acquired BRDFs are normalised by the

maximum to obtain this ratio. By doing so, the resulting BRDFs can be considered only relative or

qualitative.

The data processing is presented in Figure 3.9. First, all of the data are loaded and then averaged.

Then, the background is subtracted for all measurements. Concurrent with the data processing, the

user determines the centre of the OAPM, enabling computation of the pixel size, the coordinates of

each pixel in the real space, the pixel position on the polar coordinate system and the corresponding

solid angle of each pixel. Next, the background is subtracted from the image, and the outcome is then

divided by the solid angle field. The resulting image is normalised by the maximum value. Finally,

the qualitatively measured BRDF can be visualised.
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Figure 3.8: Representation of BRDF acquisition.
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Figure 3.9: BRDF acquisition flowchart with images captured at their corresponding steps.
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3.4.4 Presentation of the collimation part of the set-up

The light beam coming from the monochromator is divergent; therefore, a collimation stage has

to be implemented (see Figure 3.5). This stage is composed of two OAPMs (50329AU and 50331AU

from Newport) and two apertures to optimise the beam shape. The first OAPM is implemented to

image the beam on an optical plane. A keyhole optical aperture is placed on this optical plane to

attenuate a portion of the beam that does not pass through the keyhole. The second OAPM has its

focal plane superimposed on the centre of the first aperture. This combination collimates the incident

beam. Finally, another optical aperture is used to adjust the beam diameter (see Figure 3.10). This

optical assembly creates a circular beam with low divergence (no visible divergence over 5 m). The

diameter of the beam leaving the collimation stage is 3 mm.

Figure 3.10: Optical schema of the collimation optical assembly.

One must note that the collimation stage is composed only of mirrors. Thus, no chromatic

aberration occurs during the wavelength scan. Moreover, the presence of the two apertures used

induces a loss in the signal intensity. Although this loss can be problematic over some wavelengths,

the described configuration is the best solution available.

3.4.5 Optical path of the incident beam

The OAPM constitutes a portion of a parent parabolic mirror. It is defined by two focal lengths: the

parent focal length (Fp) pertaining to the parent parabola and the effective focal length Fe pertaining

to the OAPM itself. OAPMs are also defined by the off-axis angle, meaning the angle between the

incident beam that passes through the optical axis and the reflected beam. For 90° OAPMs (36 - 595
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from Edmund Optics), such as the one used in this study, Fp is equal to half Fe (Fp =
Fe
2 = 25.4 mm).

The silver coating of the surface allows near-perfect reflection (96-97%) over the 0.45 µm to 20 µm

wavelength range. Figure 3.11 illustrates the incident beam path and its properties.

Figure 3.11: Scheme of the OAPM: Fe = 50.8 mm, Fp = 25.4 mm, and the mirror diameter is 76.2 mm.

The equation of the mirror surface is given in Eq. 3.5.

y + Fp =
z2 + x2

4Fp
(3.5)

where x, y and z are the spatial coordinates (m). Based on this equation, the OAPM diameter

(Figure 3.11), Fe and Fp, it is possible to compute the surface point of the mirror as described in

Figure 3.12
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Figure 3.12: Description of the mirror surface points.

The effective focal length and the diameter of the OAPM are the two parameters that define the

range of reflectance angles that can be redirected by the mirror itself. Based on the beam position on

the mirror, Eqs. 3.6 and 3.7 respectively give the polar and azimuthal angles of the incident direction

(Figure 3.2).

θ = cos−1

⎛⎜⎜⎜⎜⎝ z√︁
x2 + y2 + z2

⎞⎟⎟⎟⎟⎠ (3.6)

ϕ = cos−1

⎛⎜⎜⎜⎜⎝ x√︁
x2 + y2

⎞⎟⎟⎟⎟⎠ (3.7)

Based on those equations, θ and ϕ can be computed for every point of the mirror’s surface, as

shown in Figure 3.13.

The beam diameter is approximately 3 mm (d = 3 mm in Figure 3.11) and impinges on the centre

of the mirror to ensure normal illumination. Thus, one can compute the aperture angle (denoted by

α in Figure 3.11) as described in Eq. 3.8.

α(z, d) = arctan
[︃ z − d/2

(z−d/2)2

4Fp
− Fp

]︃
− arctan

[︃ z + d/2
(z+d/2)2

4Fp
− Fp

]︃
(3.8)

Figure 3.14 shows the aperture angle as a function of the z coordinate for a beam diameter of 3
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(a) Polar angle θ. (b) Azimuthal angle ϕ.

Figure 3.13: Theoretical OAPM corresponding angle.

mm. Note that for the specific case of normal incidence (z = Fe) used in this study, the aperture angle

is α(z = Fe, d = 3) = 3.4°.

Figure 3.14: Schematic of the OAPM’s (Fe=50.8 mm and d=76.2 mm) cross section and the maximum
angle.

To conclude, based on this section and the location (x,y,z) of the incident beam on the OAPM, one
can compute the polar and azimuthal angles of the incident direction as well as the aperture angle
of the incident beam.
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Figure 3.15: Schematic of the imaging system.

3.4.6 Optical path of the reflected beam

3.4.6.1 Imaging system

To image the reflected collimated beam with the same diameter as the OAPM, K. Dana et al. used

a telecentric objective (orthographic lens). Unfortunately, this kind of objective is not available in the

IR domain, so another solution must be found. A classic camera objective can be assimilated to a lens

with a given diameter and focal length, as described in Figure 3.15. Here, points A, B and C of the

object are imaged by the sensor. Nevertheless, this allows imaging of the collimated beam of points

A and B only. To image the entire collimated beam leaving the OAPM, the commercial objective of

the camera is replaced by a 100 mm lens, which is larger than the OAPM’s diameter.

3.4.6.2 From pixel-based images to BRDF images

Calculating pixel coordinates in real space

Now that all of the collimated beam leaving the OAPM is imaged, all pixels must be associated

with their respective polar and azimuthal angles. First, the centre of the OAPM must be identified.

A simple way to do this is to fit an inscribed rectangle to the boundary of the OAPM circle. The point
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Figure 3.16: Identifying the position of the OAPM centre. The centre of the white box corresponds to
the centre of the OAPM.

where the diagonals of the rectangle are coincident is taken as the centre of the mirror (Cx, Cy). This

step also allows the size of each pixel (denoted p) to be identified by dividing the length in pixels of

both diagonals by the mirror’s diameter.

The focus is aligned to the centre of the OAPM (y=0), where the depth of focus seems sufficient for

imaging the entire OAPM. Figure 3.16 shows an experimental image taken with the set-up, illustrating

that the top of the OAPM extends past the limits of the image.

From our calculations, this yields a pixel size of p ≈ 0.23 mm, and the centre is located at the

following coordinates: Cx = 102 pixels and Cy = 170 pixels.

Based on the extracted mirror centre and pixel size, the image coordinates (xp and yp) can be

converted to real 3D coordinates (x, y and z): xp is first matched to its x coordinate through Eq. 3.9,

and then Eq. 3.10 is used to match yp to z. Finally, based on x, z and Eq. 3.5, the corresponding y is

computed. In this way, the 3D coordinates are determined.

x = (xp − Cx) × p (3.9)
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Figure 3.17: Computed pixel coordinates θ.

z = (yp − Cy) × p + Fe (3.10)

Figure 3.17 illustrates the coordinates of each pixel in the 3D spatial coordinates (x, y and z).

Calculating the corresponding polar and azimuthal angles of reflection (θr and ϕr)

Once the coordinates of each pixel have been computed, it is possible to match each pixel to the

reflected beam’s polar (θr) and azimuthal (phir) angles (Eqs. 3.6 and 3.7, respectively), illustrated as

follows.

Calculating the corresponding solid angle

In contrast to goniometer measurements, where the reflected solid angle is constant for all mea-

surements regardless of the sensor’s position, the solid angle is not constant for our dedicated set-up.

The solid angle definition defined in Eq. 3.3 is revisited in Eq. 3.11. Thus, one has to determine the

surface area (dA : m2) of each pixel onto the OAPM and the radius (r : m) between the focal point of

the OAPM and its 3D pixel location. This is expressed in Eq. 3.12.

67



3.4. METHODS FOR CHARACTERISING BRDFS

(a) Polar angle θ. (b) Azimuthal angle ϕ.

Figure 3.18: Reconstruction of the mirror in real space from the images.

dΩr =
dA
r2 (3.11)

r =
√︂

x2 + y2 + z2 (3.12)

The area is slightly more cumbersome to compute. The coordinates of each pixel vertex (x1, x2,

x3 and x4) are computed based on their centre coordinates (xi) and the pixel size. Then, the area is

computed by dividing this 4-sided polygon into 2 triangles (Figure 3.19), for which the area is the

determinant of the matrix coordinates described in the following equation.

Ai =
1
2

det

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 y1 z1
x2 y2 z2
x3 y3 z3

⎫⎪⎪⎪⎬⎪⎪⎪⎭ + 1
2

det

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x2 y2 z2
x3 y3 z3
x4 y4 z4

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (3.13)

where:

x1 = xi + p/2 z1 = zi + p/2 y1 = f (x1, z1)
x2 = xi + p/2 z2 = zi − p/2 y2 = f (x2, z2)
x3 = xi − p/2 z3 = zi + p/2 y3 = f (x3, z3)
x4 = xi − p/2 z4 = zi − p/2 y4 = f (x4, z4)

Figure 3.20 shows the result of the computed solid angle for the entire mirror.
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Figure 3.19: Computation of the pixel vertex and pixel area.

Figure 3.20: Evolution of the solid angle along the OAPM.
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3.5 Set-up and method validation

To validate the set-up, two samples are used. The first is a mirror whose spatially reflected energy

repartition must be perfectly specular. The second is an Infragold-LF®manufactured by Labsphere

with reflections close to those of a Lambertian body at 10 µm. The measurements are acquired at 4500

nm. Both theoretical BRDFs are represented in Figure 3.21.

Figure 3.21: Theoretical Lambertian and specular BRDFs.

Figure 3.22a shows the normalised image obtained with the mirror after background subtraction.

Two important points can be highlighted:

• The reflected beam is at the centre of the mirror, meaning that the alignment of the optical

illumination is correct. Therefore, the illumination and the reflection are considered normal to

the surface.

• By considering the specular reflection of the mirror, the correct optical alignment of the set-up

and the reversibility of the optical path (Figure 3.4), one can conclude that the obtained image

represents a direct observation of the illumination beam.

Based on this measurement, the polar angle (θr), the azimuthal angle (ϕr) and the computation

of the solid angle, it is possible to compute the normalised BRDF. Figure 3.22b shows the projection
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(a) Mirror-normalised reflection only
(without background). (b) Normalised measured BRDF of the mirror.

Figure 3.22: Validation on the mirror.

of the measured mirror’s normalised BRDF in comparison to the theoretical BRDF of a Lambertian

surface over the same azimuthal and polar angles. The repartition of the measured bidirectional

reflectance can be seen as similar to a spatial Dirac distribution, as expected.

Figure 3.23a shows the normalised image obtained for the Infragold after background subtraction;

the reflections are more complicated than those of the mirror. K. Dana et al. showed that the intensity

measured on the OAPM is proportional to the solid angle (see Figure 3.23b). Comparing Figures

3.23a and 3.23b, the Infragold case is clearly different from Dana et al.’s sample (which is made of

chalk). This is attributed to Infragold’s Lambertian aspect being measured at a wavelength of 10 µm,

which deviates from the measurement acquired here (4.5 µm).

Projections of the normalised BRDFs compared to the theoretical BRDFs of a Lambertian surface

over the same azimuthal and polar angles are presented in Figure 3.24.

While the validation at this stage is not performed with a perfect Lambertian body, preliminary

evaluation of the set-up shows good results for both cases, enabling the study to proceed.
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(a) Infragold normalised reflection only.
(b) Camera image of the Lambertian body as
reported by [6].

Figure 3.23: Partial validation on the Infragold.

Figure 3.24: Normalised measured BRDFs of the mirror.
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Figure 3.25: Illustration of pixels below the threshold of 1 DL after image subtraction.

3.6 Analysis of the set-up, method capacities and limits

The main issue of this set-up is the Signal to Noise Ratio (SNR). A sufficient signal for the OAPM

requires the camera to have high integration times, for which we use 2000 µs. However, this makes

acquisitions highly sensitive to extraneous reflections, temperature shifts of the sample and camera

sensor drift.

This noise includes negative pixel values after background subtraction. Figure 3.25 shows the

background subtraction, where negative pixels are highlighted in red. This negative value does not

have physical meaning; therefore, a threshold is set in place, and all pixels inferior to 1 DL (digital

level) are arbitrarily set to 0.

Additionally, the spectral sensitivity of the set-up is not constant for three main reasons. First,

the Bentham IR source is a hot wire that follows Planck’s law (Eq. 2.2) and thus irradiates irregularly

over the IR spectrum. Second, the air present along the optical path absorbs a fraction of the light

in the studied wavelength range. Third, the sensor spectral sensitivity is also spectrally dependent.

It is challenging to experimentally distinguish the contribution of each factor. Nevertheless, one can

estimate a global spectral sensitivity using a mirror with a homogeneous spectral response instead of

the sample. To do so, images are taken at different wavelengths, and the background is subtracted.
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Figure 3.26: IR spectrum normalised sensitivity of a monochromator associated with an IR InSb
camera.

A discrete integral is then performed on the resulting image to obtain a single scalar as a function of

the incident beam wavelength. Figure 3.26 shows the measured normalised spectral sensitivity of the

set-up. There is hardly any captured signal for wavelengths lower than 3 µm. The sensitivity of the

set-up then increases up to 4 µm, where it reaches its maximum. A gap is observed between 4 and 4.5

µm; this gap corresponds to the absorption ray of carbon dioxide. Finally, the sensitivity decreases

from 4.5 to 5.5 µm until no more signal is captured in this spectral range.

3.7 Implementation of the multi-spectral BRDF measurement system

As a reminder, the sample surface roughness (Ra) used in this study ranges from 0.05µm to 1.6µm,

and the camera spectral range is 3.5 to 5.5 µm with a spectral step of 0.250 µm. This provides nine

measurements for each of 6 different samples. The total size of the raw data is approximately 10 GB.

Regarding the selected wavelength range and roughnesses, the transition of the BRDF shape is

not specular at low wavelengths and is expected to trend towards a specular reflection or a Dirac

repartition of reflected energy at higher wavelengths.

Generally, one can observe three different cases: (i) a specular case, (ii) a preferred direction of
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Figure 3.27: Normalised BRDFs with highlighted polar and azimuthal angles for samples 1, 4 and 5
(Ra = 0.05 µm,Ra = 0.4 µm and Ra = 0.8 µm) at 4000 nm.

reflection for an azimuthal angle of ϕ ≈ 0 degrees, and (iii) an intermediate case between the first two.

These cases are presented in Figure 3.27. The preferred direction of reflection for case (ii) is attributed

to the surface roughness topography presented in Figure 3.7 and in Appendix A.

In this section, the data obtained from sample 4 (surface roughness: 0.4 µm) is discussed; the

results for the remaining samples can be found in Appendix A.

Figure 3.28 illustrates the BRDFs measured on sample 4 for different wavelengths. At 5.25 µm,

reflections are mainly specular normal to the sample (θ = ϕ =0), with some rebounding observed

along the azimuthal angle ϕ = 0 and polar angle θ < 25 degrees. At lower wavelengths, the

orientation of the preferred azimuthal reflections does not change. The rebounding in this direction

gradually becomes a continuous signal. This behaviour is accompanied by the polar angle opening

to θ = 0+25
−35 degrees for a wavelength λ = 3.75 µm.

At λ = 3.25 µm, the only peak is observed at approximately θ = ϕ = 0, and no other signal is

observed for other θ. In the same manner, the change in signal across the azimuthal line is notably

inconsistent, attributed to the low sensitivity of the set-up.
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Figure 3.28: Sample 4 (Ra = 0.4 µm) normalised BRDFs at different wavelengths.
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Figure 3.29: Illustration of the used profile line.

To examine the expansion of light along the polar angle, the reflection profile is plotted along

the azimuthal angle ϕ = 0. To obtain the complete reflection profile, lines parallel to the profile line

shown in Figure 3.29 are added with the polar angle θ = 5◦ for multiple wavelengths.

Figure 3.30 shows the normalised BRDFs along the presented profile line for different wavelengths

(3, 3.5, 4, 4.5 and 5 µm). Generally, two peaks at θ ≈ ±0° can be observed, and they are quasi-

symmetrical. Moreover, at 3 µm, a non-specular reflection is observed. The peaks are composed of a

continuous non-null signal with local peaks. The signal continuously decreases until the polar angle

θ ≈ ±20° is reached. For higher wavelengths, the curves decrease faster up to a polar angle as high as

θ ≈ ±35°. The local peaks and valleys are still present, and a shift is observed along the polar angle

as a function of the wavelength. Finally, the larger the wavelength is, the smaller the non-specular

reflections are.
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![h]

Figure 3.30: Sample 4 normalised BRDFs for several wavelengths.

To eludicate the transition of the BRDFs, more wavelengths are measured in the wavelength range

of 3 µm to 5 µm but with spectral steps of 0.05 µm. The same processing is applied as for the other

acquired wavelengths. The obtained refined discretisation allows the surface of normalised BRDFs

along the presented profile line to be obtained. This is illustrated in Figure 3.31. The local peaks and

valleys along the polar angle depend linearly on the wavelength. Similar patterns are observed when

light passes through a circular aperture, known as Airy diffraction [53]. Moreover, reflection around

the normal becomes more important with regard to the other directions for higher wavelengths. In this

figure, all results are normalised. It can be assumed that this shape metamorphosis is accompanied

by a difference in amplitude that cannot be observed.
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Figure 3.31: Sample 4 normalised BRDFs for different wavelengths.

3.8 Conclusions regarding infrared multi-spectral data based on qualita-
tive BRDFs

To conclude this chapter, quantification of the reflected component is imperative for characterising

the radiative balance between the reflected and absorbed radiative energy.

The laser sources used in this study have a wavelength of 1.07 µm. Consequently, infrared BRDF

measurements are key to deepening the knowledge of laser–material interactions.

Currently, there is a lack of data accessible to the scientific community on the study of reflectance

distribution in IR. To fill this gap, the complete bench capability presented in this chapter has been

developed from scratch. This set-up is capable of capturing qualitative spectral measurements of

BRDF images between the 3 µm and 5.5 µm wavelength ranges. Prior to this work, the spectral

limitation was mainly dependent on the camera sensor and the beam splitter. By changing these,

one can easily transition from the visible range to far-infrared. Additionally, the data processing

method allows us to treat high quantities of data generated during the experiments (e.g., 8 GB for a

sample and 60 wavelengths) in a few minutes. The imaging-based measurement of BRDFs allows

the acquisition of approximately 60,000 simultaneous acquisition points.

The set-up is partially validated on a specular model, although the lack of a Lambertian body in

the laboratory does not allow us to validate the set-up for this last case. The results are shown for 6

samples, including a complete description of the sample surface through topography measurement.

This work can be considered a starting point for the elucidation of the BRDF of materials in IR
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wavelengths.

Several perspectives can be gained from the work presented in this chapter and should be con-

sidered in future work. First, due to the lack of time, this work introduces the measurement of data

points, but no BRDF models are fitted to those points. Second, a major drawback of this method is the

sensitivity of the set-up, which may not detect weak reflections. A solution to this problem should be

implemented. Finally, identification of the incident beam would provide further information towards

making quantitative measurements.
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Chapter 4

Absolute temperature measurement with
an IR camera by active
thermo-reflectometry (ATR)
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4.1. INTRODUCTION

4.1 Introduction

On the basis of the work presented in Chapter 3, a specular reflection model can be used to describe

the image processing of infrared images. Absolute temperature measurements of a thermal camera

are relevant to this thesis, as the effects of an HEL are primarily thermal. Specifically, measuring

absolute temperature fields is essential for quantifying the thermodynamic behaviours of their laser

effects on the material. The simple but representative BRDF model allows in situ measurements

of emissivity fields, the estimation of reflections present in thermal images, and consequently the

absolute measurement of temperature fields with an infrared camera.

In this chapter, a new approach for capturing the absolute temperature by ATR is developed[54].

This development is based on the complete radiative modelling of a thermal camera capturing

images of an opaque object within a thermal scene. Highly accurate images and replications via the

model are imperative for understanding the emissive properties of the material and the reflective

properties of the infrared scene.

4.2 Contactless temperature measurements with an IR camera

Radiative temperature measurements made with a camera or any kind of radiometer involve

capturing the emitted radiation of the sample and determining the real-time temperature through

calibration. The major issue behind this concept is that the emitted radiation depends not only on

the temperature but also on the material’s capacity to radiate light in the same wavelength range of

the sensor. The surface spectral and directional radiative properties depend on the emissivity of the

material, its surface roughness and any variations due to temperature changes. In addition to these

properties, the radiant flux density in the scene depends on the temperature field, the scene geometry

and the ambient atmosphere (which can be considered transparent). Thus, when considering opaque

surfaces, the radiative flux measured by any IR sensor is dependent on the emission, absorption,

reflections and scattering of light. Figure 4.1 illustrates the radiative balance that pertains during

thermal imaging.

First, an introduction to the different types of infrared sensors available will be given. Then, a

state of the art describing different methods allowing an absolute temperature measurement despite

emissivity or reflection problems will be presented. Next, the experimental set-up required for
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Figure 4.1: Schematic representation of contactless temperature measurements on an opaque surface.

ATR will be presented. Then, a description of the calibration to relate the camera response (DL)

to temperature will be given. Finally, the ATR method will be presented through a description, a

validation on numerical and experimental cases.
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4.3 Introduction to the IR sensor

To introduce the contactless temperature measurement, it is necessary to understand the different

parts of an infrared scene. First, one must understand the sensor as illustrated in Figure 4.2. The

following section describes the IR sensors and their characteristics.

Figure 4.2: Schematic representation of any infrared scene on opaque media, focusing on the sensor.

4.3.1 Difference sensors

An infrared camera is an optical device that captures a scene over an infrared wavelength range.

Multiple sensors exist:

Thermal sensors

These sensors send a signal that is a function of their own temperature. The sensor is exposed

to the IR of the observed scene and radiatively heats up. This phenomenon implies a variation in

its properties. There are two main technologies: pyroelectric sensors and micro-bolometric sensors

[81, 82].
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A material is said to be pyroelectric when a temperature variation leads to a variation in its

electrical polarisation. The potential created is temporary and has a characteristic response time

before returning to its initial state. This type of sensor can be used over the entire infrared wavelength

range.

Bolometers are thermometers whose output resistance varies with temperature. These sensors

have the advantage of being coupled with silicon technology, which allows high resolution. This type

of sensor is now widely used in industry [83].

Quantum sensors Quantum or photonic detectors have an output signal directly proportional to

the number of photons received by the sensor surface. Some materials emit electrons under the effect

of light radiation. To do this, the incident photon must have sufficient energy to excite the medium.

Based directly on the interaction of radiation and matter, quantum detection is faster than thermal

detection [84]. However, this technology requires the sensor to be cooled to cryogenic temperatures.

There are three different types of sensors:

• Photovoltaic (PV): PV cells convert electromagnetic radiation into electric current.

• Photoconductor (PC): Electromagnetic radiation changes the conductivity of the photosensor.

• Photoemissive (PE): The output signal of the sensor is proportional to the number of electrons

that are stripped off by the electromagnetic radiation.

4.3.2 Sensor characteristics

There are different types of sensors for thermal imaging. Before identifying the sensor architec-

tures, we review some useful parameters when choosing a sensor:

• Sensitivity: the variation in the output signal as a function of the variation in the input signal.

• Incident photon-to-electron conversion efficiency: the ratio of the number of electronic charges

collected by the sensor to the number of photons incident on the photoreactive surface. This

parameter depends on the radiation wavelength.

• Rising time: the time lag between an electronic input and the output signal.

• Frame rate: the number of images taken per second.
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Figure 4.3: Sensitivity of different sensors as a function of wavelength (translated from [7]).

• Noise equivalent power: the smallest luminous flux detectable by the sensor.

• Noise equivalence temperature difference: the thermal difference such that the SNR is equal to

1.

• Minimum resolvable temperature difference: the smallest temperature difference that can be

detected.

4.3.3 Sensor and wavelength sensitivity

Choosing a sensor is a key point for thermography measurement, with each sensor having ad-

vantages and drawbacks. Figure 4.3 summarises different sensors and their sensitivities.

As one can observe, there are many different sensors with different spectral ranges and sensitivi-
ties. Thus, finding or choosing a good value of emissivity that also considers the sensor spectral
sensitivity is quite complicated. Considering both the apparent luminance field and the emissivity
simultaneously with the same sensor tends to simplify this process.

4.3.4 Conclusions regarding IR sensors

In conclusion, this section includes the following:
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• a presentation of different sensors,

• the main characteristics of each for choosing a sensor, and

• a focus on the sensor wavelength dependency - a link with the emissivity - to remind the readers

that the specific value used for emissivity depends on the wavelength used.
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4.4 State of the art of the radiative measurement of temperature

As demonstrated previously, the complete scheme for contactless temperature measurements

includes a sensor, calibration, reflections, and emissions. Behind this complexity, we seek to identify

the emission solely at the surface, which is dependent on the temperature and emissivity. This section

introduces methods that allow the estimation of temperature considering emissions even when the

emissivity is unknown. Next, we introduce methods considering the reflection of the thermal scene.

Figure 4.4 highlights the considered aspect of temperature measurement in this section.

Figure 4.4: Schematic representation of contactless temperature measurements on an opaque surface
with a focus on the radiative balance.

4.4.1 Radiative measurement of temperature: emission

The radiative measurement of temperature is based on the conversion of a signal captured with a

photodetector into temperature. For a black body, this conversion is given by Planck’s law (Eq. 2.2),

which is then integrated over the sensor’s spectral range. The conversion is dependent on the

experimental set up (i.e., optics, working distance...) and can be done though calibration.
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Figure 4.5: Illustration of the apparent temperature for a real body as a function of emissivity and
temperature.

For a real body, the measured radiation depends on the emissivity and reflections. The temperature

captured with raw images is called the "apparent temperature" and is denoted by "Ta", whereas

the temperature interpreted from the image after processing for emissivity corrections is called the

"absolute temperature".

The radiative intensity emitted (Ie) from an opaque body is expressed as:

Ie(λ,T(x⃗), ω⃗r) = ε′(λ,T(x⃗), ω⃗r)Ib(λ,T(x⃗)) = Ib(λ,Ta) (4.1)

with Ib defined as the black body luminance in Eq. 2.2.

Given that the emissivity ranges between 0 and 1, the apparent temperature is inferior or equal to

the absolute temperature. Figure 4.5 illustrates the apparent temperature for different temperatures

and emissivities obtained from the Stefan–Boltzmann law. It is clear that without knowledge of

emissivity, the apparent temperature cannot be used for quantitative estimation of the absolute

temperature.

The emissivity of a material depends on many parameters, such as its temperature and surface

roughness and the direction of the emitted light. For example, Keller et al. [55] studied the total

hemispherical emissivity of Inconel 78 and showed that this parameter drifts between 0.2 and 0.51

depending on the sandblasting grit size used for the material’s finish. This variation represents

nearly 30% of the change in emissivity. Therefore, the emissivity is highly dependent on the surface

condition of the sample or material of interest. As a result, there is no database for the emissivity of
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materials with various surface states; however, in-depth studies are presented in works such as by

Bakali et al. [56]. Here, we focus solely on the joint estimation of temperature and emissivity. To this

end, two kinds of methods are presented. The first method, called the "passive method", is based

on the measurement and processing of emitted radiation. The second method, called the "active

method", introduces a local perturbation source to add information on thermal or optical excitation.

Both methods assume that reflections are negligible.

4.4.1.1 Presentation of the passive method

The passive method is used to measure the absolute temperature and emissivity of a surface based

on the measurement of its emitted radiative flux.

First, we focus on the monochromatic method. This method does not allow joint identification

of temperature and emissivity. However, one can often find a wavelength of interest where the

emissivity does not depend on temperature. For dielectric materials, Christiansen showed that spe-

cific wavelengths are related to the vibrational frequencies of a material’s crystal lattice, where the

emissivity trends towards 1 [57, 58, 59].

Another approach of this method is to find a wavelength where the effect of emissivity is negligible

for the temperature measurement. Ohji et al. [60] showed that this is the case for ultraviolet

wavelengths. However, the main disadvantage of this spectral range is that the signal is weak and

the studied body must have a high temperature.

We now focus on the ratio pyrometer or multi-spectral pyrometer method. The ratio pyrometer

depends on two wavelengths, whereas the multi-spectral pyrometer uses more than two wavelengths.

The goal behind this method is to add information to identify both temperature and emissivity. This

method is based on the measurement of emitted radiative intensity at two (or more) wavelengths and

introduces two assumptions. The first assumption is related to the spectral behaviour of emissivity

at the wavelengths of interest, and the second assumption assumes that the thermal dynamics do not

affect the first assumption.

For the ratio pyrometer, an assumption is made on the ratio of emissivity considering two wave-

lengths. By doing so, one can write a system of two equations with two unknowns (emissivity: ε′1(λ1)
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and temperature T) written as follows.

⎧⎪⎪⎨⎪⎪⎩Ie(λ1,T) = ε′1(λ1)Ib(λ1,T)
Ie(λ2,T) = Kε1′(λ1)Ib(λ2,T)

(4.2)

where K is the ratio of emissivity between two wavelengths. When not measured, it is generally

considered equal to one.

K =
ε′2(λ2)

ε′1(λ1)
(4.3)

The multi-spectral pyrometer method is based on the same idea. In this case, there are N wave-

lengths, and the ratio K is replaced by an interpolation function fε having at most N − 1 parameters.

The system of equations can be written as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Ie(λ1,T) = fε(P1,P2, ...,P j, λ1)Ib(λ1,T)
Ie(λ2,T) = fε(P1,P2, ...,P j, λ2)Ib(λ2,T)

...

Ie(λN,T) = fε(P1,P2, ...,P j, λN)Ib(λN,T)

(4.4)

Two kinds of interpolation functions exist ( fε). The first is based on mathematical interpolation

functions such as polynomial functions, and the second is based on a physical model that describes

the transport properties of electrons in materials such as the Drude or Maxwell model [61, 62].

Regardless of how many wavelengths are used, the passive method always relies on two hypothe-
ses: an assumption on the emissivity spectral dependency for one, two or N wavelengths and
temperature independence.

4.4.1.2 Presentation of the active method

In contrast to the passive method, which simply collects radiative measurements, the active

method introduces a local perturbation to determine the absolute temperature. Two kinds of pertur-

bations are used.

The first perturbation is a precise thermal stimulation on the material. The excitation is often a

sinusoidal function, and the relaxation provides information on the temperature [63].
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The second perturbation is based on Kirchhoff’s laws (Eqs. 2.5, 2.8) and gives an estimation of

emissivity based on the measurement of directional hemispherical reflectivity [42, 64]. In this case,

the perturbation is a radiative perturbation. The main methods are listed below.

• Directional hemispherical reflectivity measurement. This method is performed with an inte-

grating sphere (or hemisphere) that contains a high-reflectivity coating that averages reflections

in all directions. Generally, one or two pinholes are added to the integrating sphere: one for

illumination of the sample and one to collect the mean reflection inside the sphere. This set-up

is coupled with an FTIR spectrometer to study spectral dependency and is often used at high

temperatures [65, 66, 67]. Unfortunately, this method is usable only for fields measurements

where the emissivity can spatially changes.

• Transient thermo-reflectance (TTR) or time domain thermo-reflectometry (TDTR) is a method

developed in the late 1980s for temperature measurement at the micro- or nano-scale [68, 69].

This method, especially useful for temperature measurements on semi-transparent materials,

is based on calibrating the thermo-reflectance coefficient, which then allows the temperature to

be measured by measuring the sample reflectance.

• Pyroreflectometry or thermo-reflectometry involves measuring the bidirectional reflectivity

and deducing a joint identification of temperature and emissivity by introducing another un-

known: the scattering factor. This parameter is considered constant between close wavelengths,

or its wavelength behaviour is assumed to be known by an interpolation model. This approach

was first implemented for punctuate measurement [70, 71, 72]; subsequently, a matrix-based

approach using the same method was developed [73, 74]. The latest developments linked to

this method concern the scattering model based on surface modelling [75, 76].

The directional hemispherical reflectivity measurement is not considered here because of its lack of
adaptability for matrix-based sensors. The TTR is not considered either because the applications
involved are outside of the scope presented here. Thermo-reflectometry depends on two hypotheses:
an assumed interpolation function and its temperature independence. As a final note, none of the
presented methods considers the reflected flux.
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4.4.2 Radiative measurement of temperature: reflection

The methods presented in the previous section are based on the assumption that there is no

reflection in the thermal scene. This assumption may be true while working at high temperatures or at

specific wavelengths but reduces the range of application. Moreover, this assumption is not applicable

while working at or near ambient temperatures. To overcome this issue, multiple approaches have

been developed.

The first solution is to work under a dome with a uniform temperature that has been surface-treated

to suppress radiative emission [77]. Other studies mix data obtained for visible and IR wavelengths

to suppress reflected radiation [78]. Furthermore, multiple studies have shown that by simulating

the thermal scene and the radiative heat transfer, it is possible to determine the reflected flux. This

is possible for controlled experimental settings, such as the international nuclear fusion research

centre Tokamak [79] or reflected atmospheric plasma spraying torch radiation [80], unfortunately,

this greatly reduces the possible applications.

4.4.3 Conclusions regarding the analysis of the state of the art of temperature measure-
ment by IR technology

Although the full implementation of this technology is offered by IR cameras today, the state-of-

the-art presented earlier highlight the difficulty of obtaining robust real-time measurements for the

absolute temperature of thermal scenes acquired with IR cameras.

In this thesis, a method referred to as ATR is developed to answer this issue and is available on

any specular material in infrared wavelengths. This reflection model, which is widely applicable

in industry with regard to the roughness and flatness of the surface, allows both emissivity and

reflections to be determined without any assumptions. The set-up and implementation ease makes

this method easy and versatile to transfer to industry.

This work is based on a new measurement system for an active optical approach that involves

illuminating objects by expanding the beam from the black body to the surface of the material. This is

performed normal to the surface being measured. This source is coupled with the 2 images methods

[16, 17] and allows the simultaneous measurement of the surface’s normal reflectivity, as well as its

own proper emission.
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This approach, coupled with a specific calibration to estimate the reflection of the environment,

allows emissivity fields to be obtained in real time. Knowledge of these fields, associated with the

measurement of the radiative intensity and a black body calibration, allows contactless absolute

temperature fields to be determined.

4.5 Experimental set-up of ATR

The complete set-up used for the ATR method is presented in Figure 4.6. The experimental bench

is composed of (1), a multi-spectral black body source (1: CN-MT described in Section 4.6.2) whose

temperature range extends from 20 °C to 500 °C. In this study, the temperature set point is 200 °C. A

chopper (2) is used to modulate the intensity of the beam in lock-in mode. Typically, the frequency

modulation ( fBB) is set to 60 Hz, whereas the camera frequency acquisition ( facq) is set to double this

value. A pair of parabolic mirrors (3 and 4) is used as an optical doublet to image a plane of the black

body cavity onto the sample plane. The object plane (black body cavity) of the doublet is imaged on

the image plane (sample) with a theoretical magnification of 2. As the diameter of the black body

cavity is approximately 25.4 mm, the beam that illuminates the sample surface reaches a theoretical

diameter of 50 mm. Mirror (3) is a 15° gold-coated off-axis mirror with a focal length of 645, 92 mm,

whereas mirror (4) is a 15° off-axis mirror with a focal length of 542, 92 mm and has a silver coating.

A beam splitter (6) (with 50% transmissivity, 50% reflectivity) is used to both normally illuminate

the sample and record the normal radiative intensity, leaving the sample then directed to and captured

by an IR camera. A motorised rail (8) allows linear motion of the reference mirror (9) and the sample

(10). Both are mounted with particular attention to coplanar alignments that are normal to the camera

and beam axis. Due to the beam splitter, the camera field of view is the superposition of the sample

plane (transmitted by the beam splitter) and the beam dump plane (reflected by the beam splitter). To

minimise the beam dump participation, this component is positioned far from the camera focal plane

and painted with absorbing black paint to avoid any reflection. The specimen is placed 1300 mm from

the camera.

Two experimental cases are studied in this chapter. They are both static cases at ambient tempera-

ture. For these cases, the laser source presented in 4.6 is inaccurate. The IR camera (5), model SC7000

(synchronised with the optical chopper: facq = 2 fBB), has an InSb sensor (2, 5 − 5, 5 µm), a pixel area
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Figure 4.6: Schematic representation of the experimental set-up.
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of 320 × 256, and a pitch of 30 µm and is equipped with a 50 mm focal lens.
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4.6 From images to temperature fields: black body calibration

Now that the IR sensor has been introduced, one can focus on how to measure the temperature

based on infrared images under certain circumstances. Since the detector delivers an analogue pulse

proportional to the number of incident photons, the output is expressed in terms of the DL. This unit

is arbitrary and proportional to the radiative intensity of the black body (Ib) under certain temperature

conditions (Tb: K), integration times (IT: µs), optics, etc. Ib and Tb are both linked by Planck’s law

(Eq. 2.2). Thus, a calibration must first be performed to establish a relationship between the scene

temperature and the electrical signals. This step is important to obtain quality results. This calibration

is carried out experimentally by establishing relationships between the temperature of a black body

placed in front of the sensor and the signals from the sensor. Figure 4.7 illustrates the aspects of

interest of this section.
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Figure 4.7: Schematic representation of any infrared scene on opaque media, with a focus on the
calibration.

The signal generally evolves linearly with the radiant flux. However, the function linking the

actual temperature to the measured temperature is not linear because the evolution of the radiation
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emitted by a surface is not proportional to its temperature.

The calibration is performed before the experiment and is considered valid for months. The

literature regarding IR camera calibration is abundant [85, 86, 87, 88, 89, 90, 91]. Multiple parameters

influence the calibration, such as the object-to-camera distance [92], object orientation [93], detector

type [85, 94] and magnification [95].

In this section, a description of the complete set-up used for the camera calibration is presented.

Then, multiple calibration models are compared.

4.6.1 Experimental set-up for black body calibration

Each calibration is specific to the measurement conditions (optics, filters, exposure time, distance

between object and camera, etc.), so it is necessary to implement calibration corresponding to user

conditions. To consider the optical window present between the sample and the camera and the

distance between the camera and the sample, the whole measurement chain is calibrated (see section

4.5).

As described in Figure 4.8, the experimental set-up used for the calibration phase is a part of a

more complete set-up needed for the ATR method (presented in Figure 6.16). The calibration set-up

takes into account the transmissivity of the beam splitter (element number 3 in Figure 4.8, denoted

by τbs) and the background reflected by the beam splitter (Ibs is considered negligible because it is far

from the sharp field of view for the camera). In this set-up, the camera-to-object distance is fixed at

1300 mm.

Figure 4.8: Schematic representation of black body calibration.
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The experimental set-up is presented in Figure 4.8. In this set-up, two cameras and two black

bodies are used:

• Camera 1:

Flir model SC7500BB InSb

Spectral range 2,5–5,5 µm

Pixel area of 320 × 256

Pitch 30 µm

Encoding number 14 bits

• Camera 2:

Flir model A6753sc SLS

Spectral range: 7,5-11 µm

Pixel area of 640 x 512

Pitch 15 µm

Encoding number 14 bits

• Black body 1:

Prisma instrument: model CM-MT

Emissivity 0.98

Temperature range 50 - 600 °C

Accuracy: 0.5% (min. 2 °C)

Time period 40 s

• Black body 2:

Prisma instrument: model CM-HT

Emissivity 0.98

Temperature range 500 - 1200 °C

Accuracy: 0.5% (min. 3 °C)

Time period 4 s

The method is the same for the two cameras. The following paragraph addresses only the

calibration of the InSb camera for the prescribed temperature ranges. The first range is referred to as

the low-temperature range (37 - 150 °C) and the second as the high-temperature range (300-1200 °C).

For the latter, an infrared filter is used.

The black bodies used cannot be remotely controlled; thus, the temperature points are obtained

manually. A pause of at least one hour is included at each temperature to obtain thermal equilibrium

inside the black body cavity. The black body temperature is driven by a PID controller such that the

temperature of the body oscillates around the command temperature with the previous time period.

To eliminate those oscillations, a film of 50 images is acquired for multiple oscillation periods and for

each measurement.

The camera can be remotely controlled through GiGe internet communication. MATLAB code is

developed to automatically sweep the range of integration times. The best way to calibrate a sensor is
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Figure 4.9: Typical black body calibration image.

to conduct a pixel-based calibration. This includes a black body source that is larger than the camera

field of view. As this is not the case in this specific experimental set-up (see Figure 4.9 for a typical

black body calibration image), we use the mean value over the region of interest, that is, 1125 pixels.

Both camera images are coded on 14 bits, so the camera has a range up to 16,000 DL. However,

neither camera is reliable below 2000 DL and above 12000 DL. Temperature and integration time

combinations where the camera response is not within this DL range are not considered.

Figure 4.10 illustrates the acquisition process of camera calibration.
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It is important to highlight the limitations of such an experimental set-up. The thermal equilibrium

of the thermal cavity is an essential element of the experimentation but takes time to set up. Moreover,

focusing the camera, which is common for camera users, is ultimately not an easy task to perform

while working with a cavity. The delivered signal changes from tens to hundreds of DL depending on

the sharpness of the image or "where" in the cavity the focus is obtained. This is not a large variation,

but it is quite crucial, as all the results depend on this step. Focusing the camera involves placing an

object at the desired distance and adjusting the output of the cavity on this plane.

Figures 4.11a and 4.11b show the measured DL for different pairs of temperature and IT.

The obtained discrete values are not usable as such, and one must identify a law to interpolate

data between different points. To do so, different models from the literature are presented as follows.

4.6.2 Black body calibration model

As the camera is placed normal to the sample and the distance between the object and the camera

is fixed, there is no need to consider the camera positioning in the calibration model. Thus, the

calibration model can be written as:

S(T) =
[︃ ∫︂ ∞

0
τbs(λ)R(λ)Ib(λ,T)dλ

]︃
IT + offset (4.5)

where R(λ) is the sensor spectral sensitivity, τbs is the beam splitter transmissivity (see Figure 4.8)

and Ib is Planck’s law (Eq. 2.2). Interpolation methods approximate this integral equation with a

calibration equation containing a small number of adjustable parameters that are determined from a

set of multiple measured temperature–signal pairs [96] (see Figure 4.11).

In this study, four interpolation models are used and compared. The first comes from the Sakuma–

Hattori [97, 98] equation, the second is a simplification of the Flir model equation, and the last is a

simple polynomial interpolation. The polynomial order is chosen depending on the dataset to obtain

the best results without over-fitting.

The first two models are reversible (S = f (T) and T = f−1(S)). The last model includes a polynomial

of 4th order, and two fits are made.

• Sakuma–Hattori Planck III:
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Figure 4.10: Schematic representation of the data acquisition.
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(a) Low-temperature calibration data. (b) High-temperature calibration data.

Figure 4.11: Presentation of calibration data.

S(T) =
[︃ C
exp( c2

AT+B ) − 1

]︃
IT + offset (4.6)

T =
1
A

[︃
c2/ln

(︃ C × IT
S(T) − offset

+ 1
)︃
− B
]︃

(4.7)

with c2 being the second radiation constant (c2 ≈ 1.43 × 10−2 mK).

• Flir:

S(T) =
[︃ A
exp( B

T ) − 1
+ C
]︃
IT + offset (4.8)

T = B/ln
(︃ A × IT
S(T) − offset − C × IT

+ 1
)︃

(4.9)

• Polynomial function:

S(T) =
[︃
AT4 + BT3 + CT2 +DT + E

]︃
IT + offset (4.10)

As the reverse function of the polynomial is not easily available, another polynomial of order 4 is

assumed to express the temperature as a function of the camera response. This is described in Eq. 4.11.

T = A
[︃S(T) − offset

IT

]︃4
+ B
[︃S(T) − offset

IT

]︃3
+ C
[︃S(T) − offset

IT

]︃2
+D
[︃S(T) − offset

IT

]︃
+ E (4.11)

where coefficients A, B, C, D and E need to be identified for each model, camera and experimental

set-up.
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(a) DL function of IT for different temperatures.
(b) Intercept and slope coefficient function of
temperature.

Figure 4.12: Linear fit description of the InSb high-temperature calibration.

4.6.3 InSb high-temperature calibration

The first step of the calibration is to compute the linear dependency between the camera response

(S(T)) and the integration times, as shown in Figure 4.12a. The coefficients of different linear fits are

presented in Figure 4.12b. The intercept is constant for each fit, whereas the slope coefficient depends

on the temperature.

The slope coefficient is then fitted with the different models presented in Section 4.6.2. Parameters

A, B and C are first found in Figure 4.13a and then used to identify the temperature as a function

of the slope coefficient (Figure 4.13b). For the Sakuma Planck case the Flir model and two different

fits are implemented for the polynomial function. Nonlinear regression is used to identify different

parameters with the Levenberg–Marquardt algorithm [99, 100, 101].

Each model verifiably matches the data, and it is not possible to choose one at this step.

Finally, the fits are used to express the temperature as a function of DL for different ITs, as described

in Figure 4.14. The lower mean squared error (MSE) is computed for each fit.

Comparison of the MSE obtained from each model to the accuracy of the black body indicates

that the only model that does not introduce bias is the polynomial fit.
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(a) Slope coefficient function of temperature. (b) Temperature function of the slope coefficient.

Figure 4.13: Slope coefficient fitting for InSb high-temperature calibration.

Figure 4.14: Projection of the fit atop the data.
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(a) DL function of IT for different temperatures.
(b) Intercept and slope coefficient function of
temperature.

Figure 4.15: Linear fit description.

4.6.4 InSb low-temperature calibration

The first step of the calibration is to compute the linear dependency between the camera response

(S(T)) and the integration times, as shown in Figure 4.15a. The coefficients of different linear fits

are presented in Figure 4.15b. Once again, the intercept is constant for each fit, whereas the slope

coefficient is dependent on the temperature.

The slope coefficient is now fitted with the different models presented in Section 4.6.2. For the

Sakuma Planck case and the Flir model, the parameters identified in Figure 4.16a are also used in

Figure 4.16b, based on Eqs. 4.6, 4.7, 4.8 and 4.9.

For the polynomial fit, two sets of parameters are identified.

Finally, those fits are used to express the temperature as a function of DL for different ITs, as

described in Figure 4.17. All the used models have an MSE lower than the accuracy of the black body

used for the calibration. Thus, they do not introduce error. The lowest MSE is obtained with the Flir

fit; nevertheless, for consistency with the previous calibration, the polynomial fit is used.

Using a model that tends to physically represent the integer of Planck’s law weighted by the camera’s
spectral sensitivity would be ideal. Nevertheless, those fits are hard to implement because of the
inverse method used, and the multiple local maxima found during minimisation are not always the
global maxima. Even if the polynomial fit is less sophisticated, it shows good results and is easier to
implement due to the uniqueness of the solution. Moreover, the 4th-order polynomial can be seen
as a Stefan–Boltzmann law (Eq. 2.4), and deviations is attributed to the lower-order components of
Eq. 4.11.
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(a) DL function of IT for different temperatures.
(b) Intercept and slope coefficient function of
temperature.

Figure 4.16: Slope coefficient fitting for InSb low-temperature calibration.

Figure 4.17: Projection of the fit atop the data.
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(a) Spatial (b) Temporal

Figure 4.18: Relative difference.

4.6.5 Sensitivity to camera noise

By placing a black body at a constant temperature in front of the camera lens, the sensor noise can

be quantified.

Figure 4.18 shows a histogram of the spatial (Figure 4.18.a) and temporal (Figure 4.18.b) relative

differences to the mean value observed on the black body. The spatial noise follows a Gaussian law,

whereas the temporal noise oscillates around a mean value.

While here the noise is studied for short time periods, the effect of the sensor’s inherent deviations

over the course of a day must be considered. To do so, the preceding operation is repeated every 30

minutes over 6 hours, with the corresponding results shown in Figure 4.19. The maximum variation

observed rises 3% after 5 hours. One can suppose that this variation is principally dependent on the

sensor temperature, which is 76 K at the beginning of the day and 76.6 K at the end of the experiment.

By comparing variation over short and long time scales, the difference in sensitivity is observed

to be one order of magnitude. Specifically, the long-term variation ranges from approximately 0% to

3%, and the short-term variation range is ±0.5%. This is problematic because experiments are often

performed over short time intervals (minute scale), whereas calibrations take days. By introducing

3% noise into the calibration function described earlier, one can estimate the error obtained during

temperature measurements. Figure 4.20 shows the computed error based on noise for both low-

temperature (Figure 4.20a) and high-temperature (Figure 4.20b) calibration.
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Figure 4.19: Relative measured camera deviation.

(a) Low-temperature calibration. (b) High-temperature calibration.

Figure 4.20: Computed error from temperature measurements due to camera noise.
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Considering the black body accuracy, the error of the fit and the long-term camera deviation, one
can conclude that the DL-temperature precision range is between ±2 % and ±5 %

4.6.6 Conclusions regarding the black body calibration

• Black body calibration is a key step in temperature measurements with infrared sensors.

• In this presentation, the aspect of distance between object to camera is not considered, but this

aspect introduces high variations with working distances under one metre.

• A complete set-up is developed for both the acquisition and data processing to match the

experimental set-up used for the ATR method.

• The camera deviation is quantified to estimate the measurement precision.

• Based on the calibration, one can measure the temperature, but only if the observed scene is

black.
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4.7 Presentation of ATR

Parts of the following sections are taken from two scientific publications composed over the

course of this thesis program. The first is already published [54], and the second is a conference

paper submitted to the 16th Quantitative Infrared Thermography Conference and is currently being

peer-reviewed.

4.7.1 Radiative balance

To describe the radiative balance that occurs during temperature measurements, one must intro-

duce the experimental set-up used.

Considering a transparent atmosphere and opaque surfaces, the radiative intensity leaving a

surface (Il: W ·m−2
· sr−1

·µm−1) at x⃗ (with outwards normal n⃗) and incident to the camera in direction

ω⃗r (Figure 4.1) is the sum of emitted (Ie: W·m−2
·sr−1
·µm−1) and reflected (Ir: W·m−2

·sr−1
·µm−1) radiative

intensities (see Eq. 4.12). Both quantities depend on the local temperature since the emissivity, the

reflectivity or Planck’s law depends on it.

Il(T(x⃗), ω⃗r, λ) = Ie
(︂
T(x⃗), ω⃗r, λ

)︂
+ Ir
(︂
T(x⃗), ω⃗r, λ

)︂
(4.12)

Due to the beam splitter (Figure 4.6) in the optical path from the sample to the IR camera, the

monochromatic radiative intensity arriving at the camera (Il) results in the superposition of the

radiative intensity leaving the sample surface at x⃗ towards the camera (Eq. 4.12, which is transmitted

by the beam splitter, τbs) and the background radiative intensity reflected by the beam splitter. This

background intensity, Ibd, comes from the beam dump emission and reflections.

Il

(︂
T(x⃗), ω⃗r, λ

)︂
= τbs

[︃
Ie
(︂
T(x⃗), ω⃗r, λ

)︂
+ Ir
(︂
T(x⃗), ω⃗r, λ

)︂]︃
+ Ibd (4.13)

Because the beam dump is positioned far from the camera’s sharp field of view, one can consider

that Ibd is negligible (Ibd ≈ 0). The radiative intensity emitted by any kind of opaque body in a

directionωr⃗ is the product of the black body radiative intensity (Eq. 2.2) and the directional emissivity

(ε′) (Eq. 4.14):
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Ie
(︂
T(x⃗), ω⃗r, λ

)︂
= ε′
(︂
T(x⃗), ω⃗r, λ

)︂
Ib

(︂
T(x⃗), λ

)︂
(4.14)

The directional emissivity ε′ of an opaque surface is related to the directional-hemispherical

reflectivity ρ′∩ [31, 102] by Kirchhoff’s law (described earlier in Eq. 4.15), whereas the relationship

between ρ′∩ and the BRDF (ρ′′) is given in Eq. 4.16:

ε′
(︂
T(x⃗), ω⃗r, λ

)︂
= 1 − ρ′ ∩

(︂
T(x⃗),−ω⃗r, λ

)︂
(4.15)

ρ′∩
(︂
T(x⃗), ω⃗i, λ

)︂
=

∫︂
2π
ρ′′
(︂
T(x⃗), ω⃗r |ω⃗i, λ

)︂ ⃓⃓⃓
n⃗ · ω⃗r

⃓⃓⃓
dΩ(ω⃗r) (4.16)

where Ω is the solid angle (sr). As identified in the literature [103, 33], Ir is the reflected radiative

intensity at x⃗ in the direction ω⃗r and coming from incident directions ω⃗i as described in Eq. 4.17:

Ir
(︂
T(x⃗), ω⃗r , λ

)︂
=

∫︂
2π
ρ′′
(︂
T(x⃗), ω⃗r |ω⃗i, λ

)︂
Il

(︂
T(x⃗′), ω⃗i, λ

)︂ ⃓⃓⃓
n⃗ · ω⃗i

⃓⃓⃓
dΩ(ω⃗i) (4.17)

where Il

(︂
T(x⃗′), ω⃗i, λ

)︂
is the radiative intensity coming from the surroundings towards the sample,

which originates from x⃗′ due to the multiple reflections and emissions in the thermal scene. This

quantity is named Iscn = Il

(︂
T(x⃗′), ω⃗i, λ

)︂
.

Based on Eqs. 4.14 and 4.17 and considering that the camera is perpendicular to the sample (ω⃗r =⊥),

Eq. 4.13 can be written as Eq. 4.18 (Ibs = 0).

Il

(︂
T(x⃗),⊥, λ

)︂
= τbs

[︃(︂
1 − ρ⊥∩)Ib

(︂
T(x⃗), λ

)︂
+ (4.18)∫︂

2π
ρ′′
(︂
T(x⃗),⊥ |ω⃗i, λ

)︂
Iscn
(︂
T(x⃗′), ω⃗i, λ

)︂ ⃓⃓⃓
n⃗ · ω⃗i

⃓⃓⃓
dΩ(ω⃗i)

]︃
From the general equation of mixed emission reflection presented in Eq. 4.18, the encountered
problem is strongly linked to the directional aspect of the reflected luminous beam. To access
ρ⊥∩ and Ir, one must determine all of the BRDFs. As this value depends on many parameters
(temperature, surface condition, etc.), the measurement of BRDFs should be conducted as soon as
those parameters vary, which is not suited to experiments. Thus, one must find a way to simplify
the problem. An easy and versatile approach is to consider only specular reflection. As seen in
Chapter 3, this hypothesis is valid if the studied wavelengths are larger than the surface roughness
[104]. Fortunately, this assumption is applicable in many cases because IR cameras work with long
wavelengths.
To ensure that this condition is met, the difference between the wavelength of the camera and the
surface roughness must be further studied. To do so, a camera with an MCT or SLS sensor that
works at longer wavelengths (8 − 14 µm) can be used towards this goal.
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4.7.2 Introducing the Fresnel model

The Fresnel model describes the reflection cone of a perfect mirror[105]. It is expressed in Eq. 4.19,

where Fr(⊥) is the normal Fresnel reflectivity that depends on the incident angle; R⃗(ω⃗i, n⃗(x⃗)) is the

specular direction from the incident direction ω⃗i, and the surface normal n⃗(x⃗) and ρ′′F are the Fresnel

BRDFs.

ρ′′F (x⃗,⊥ |ω⃗i, λ) =
Fr(x⃗,⊥, λ) δ

(︂
⊥ −R⃗(ω⃗i, n⃗(x⃗))

)︂⃓⃓⃓
n⃗(x⃗)· ⊥

⃓⃓⃓ (4.19)

Considering the sample as an optical mirror with unknown reflectivity implies that for a given ω⃗r,

there is only one direction ω⃗i for which ρ′′F (x⃗, ω⃗r |ω⃗i, λ) ≠ 0. In the specific case of a normal reflection

(ωr⃗ =⊥), the only incident direction (ωi⃗ ) for which ρ′′F (⊥ |ω⃗i, x⃗, λ) ≠ 0 is the normal incident direction

(ωr⃗ = ωi⃗ =⊥). Thus, the specular BRDF expression (Eq. 4.19) is replaced in Eqs. 4.16 and 4.17 to lead

to Eqs. 4.20 and 4.21, respectively. To simplify the notation, ρ′′F (x⃗,⊥ | ⊥, λ) is denoted by ρ⊥F (x⃗, λ):

ρ⊥∩
(︂
T(x⃗), λ

)︂
= ρ⊥F (T(x⃗), λ) (4.20)

Ir
(︂
T(x⃗),⊥, λ

)︂
= ρ⊥F (T(x⃗), λ) I⊥scn (4.21)

Based on Eqs. 4.20 and 4.21, Eq. 4.18 can be written as:

Il

(︂
T(x⃗),⊥, λ

)︂
= τbs

[︃(︃
1 − ρ⊥F

(︂
T(x⃗), λ

)︂)︃
Ib(T(x⃗), λ) + ρ⊥F

(︂
T(x⃗), λ

)︂
I⊥scn

]︃
(4.22)

As the camera integrates the radiative intensity field on its wavelength range [λ1, λ2 ] and a minuscule

opening angle ∆Ω⊥ around the sample’s surface normal, one can introduce the radiant flux density

measured by a camera pixel q̇l as follows:

q̇l
(︂
T(x⃗),⊥

)︂
=

∫︂
∆Ω⊥

dω⃗r

∫︂ λ2

λ1

τbs

[︃(︂
1 − ρ⊥F (T(x⃗), λ)

)︂
Ib(T(x⃗), λ) + ρ⊥F

(︂
T(x⃗), λ

)︂
I⊥scn

]︃
dλ (4.23)

Following the introduction of this model for the camera response to a specular sample, the model

is evaluated for a numerical case and validated experimentally at ambient temperatures.
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(a) (b)

Figure 4.21: Presentation of the numerical study: (a) emissivity field, (b) histogram of emissivity.

4.7.3 Illustration of the model for numerical cases

Four numerical examples of thermography measurements are presented. These examples im-

plement the radiometric model described above and illustrate the difficulties that can arise from

variations in optical properties and the effects of surrounding irradiation. To represent cases of inter-

est, a metal object at 300 K with a specular surface is considered. The emissivity field is extracted from

[106]. Figure 4.21.a shows the emissivity field, and Figure 4.21.b shows the histogram of emissivity

values. The emissivity distribution is heterogeneous, extending from 0 (-) to 1 (-), with a maximum

distribution at 0.4 (-).

The surrounding radiation coming from the scene is assumed to follow Planck’s law at a constant

temperature, which can lead to the following three cases.

• The first occurs when the environment is at a lower temperature than the studied sample:

Ie(T(x⃗)) > Iscn(T(x⃗′)). To illustrate this situation, one can simulate a surrounding field at a

homogeneous temperature (290 K), which carries a radiative intensity field 1.28 W · m−2
· sr−1.

This case can also represent an environment at the same temperature as the studied sample but

with a low uniform emissivity.

• The second configuration occurs when the surroundings have a temperature similar to that of the

sample: Ie(T(x⃗)) ≈ Iscn(T(x⃗′)). To illustrate this situation, one can simulate a surrounding field at
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a homogeneous temperature (300 K), which carries a radiative intensity field 1, 87 W ·m−2
· sr−1.

• The third configuration occurs when the sample is at a lower temperature than the surrounding

sample: Ie(T(x⃗)) < Iscn(T(x⃗′)). To illustrate this situation, one can simulate a surrounding field

at a homogeneous temperature (350 K), which carries a radiative intensity field 9, 1 W ·m−2
· sr−1.

Finally, a fourth configuration with a more realistic simulation of the surrounding environment is

considered. It involves multiple sources with a high variability of optical properties.

For each configuration, the radiant flux density is obtained by integrating the radiative intensity

between λ1 = 2, 5 µm and λ2 = 5 µm to simulate an IR camera sensor.

The surrounding radiant flux density detected by the camera through a perfect mirror is presented

in Figure 4.22.a for the first case and Figure 4.22.b for the fourth case. The density corresponds to

the second term of Eq. 4.23 and is referred to as q̇r
m. The density detected by the camera through the

heterogeneous specular sample (q̇r
s) is shown in Figure 4.22.c for the first case and Figure 4.22.d for

the fourth case.

Based on the emitted (Ie) and reflected (Ir) intensities, the radiant flux density leaving the sample

(q̇l
s = q̇l/∆Ω

⊥) is computed for the four different (see Eq. 4.20) cases, as depicted in Figure 4.23.

At this step, there is an unlikely conclusion. If the surrounding irradiation is at the same tempera-

ture as the studied sample, the signal of the camera is uniform and correct over the whole image (case

2, Figure 4.23). However, the measurement is totally invalid because of the emissivity and reflections.

This phenomenon can be explained with Eq. 4.23. By considering Ib ≈ I⊥scn, Eq. 4.23 can be written as

Eq. 4.24.

q̇l
s

(︂
T(x⃗),⊥

)︂
≈

∫︂
∆Ω⊥

dω⃗r

∫︂ λ2

λ1

dλ τbs

[︃
Ib(T(x⃗), λ)

]︃
(4.24)

Thus, the reflected flux compensates for the emitted flux variation (due to emissivity), and the

signal given by the camera is uniform. Although this case is numerical and the field obtained is

perfectly homogeneous, it is representative of many experimental cases at room temperature, with

camera images being almost homogeneous despite emissivity field heterogeneity. In this specific

case, the measured field temperature seems almost constant and correct, whereas the measurement

is biased by reflection.
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(a) (b)

(c) (d)

Figure 4.22: The surrounding radiant flux density is detected by the camera through a perfect
mirror, (a) and (b), or through the heterogeneous sample, (c) and (d), in a homogeneous irradiation
configuration (290 K), (a) and (c), and in a heterogeneous irradiation case, (b) and (d).
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(a) (b)

(c) (d)

Figure 4.23: Radiative flux leaving (q̇l
s) the sample (300 K) with different black body equivalent

temperatures of the surrounding scene: (a) uniform at 290 K; (b) uniform at 300 K; (c) uniform at
350 K; (d) heterogeneous case.
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In contrast, for the other cases, the radiative intensity leaving the sample is insufficient for mea-

suring the temperature. For those reasons, we have developed a new method called ATR, which is

presented in the following section.

4.7.4 Presentation of ATR

The ATR method seeks to identify T(x⃗) from the radiometric model of Eq. 4.23. To achieve this

goal, the proposed method includes 7 steps:

1. determine a black body calibration relationship to link
∫︁

dλτbs Ib

(︂
T(x⃗),⊥, λ

)︂
to T(x⃗),

2. acquire a raw image of the sample: q̇l
s

(︂
T(x⃗),⊥

)︂
,

3. estimate the scene’s reflection on the sample:
∫︁

dλτbs Iscn,

4. estimate the sample’s normal–normal reflectivity: ρ⊥F,s,

5. compute the sample’s transmitted emittance: q̇e
s,

6. compute the sample’s transmitted black body emittance q̇b
s , and

7. infer the sample’s true temperature with its emissivity and black body calibration.

The first and second steps have been described previously (Sections 4.6 and 4.7.3). The camera

calibration is introduced in Section 4.6, and the acquisition of q̇l corresponds to the raw image

produced by the IR camera. In the third step, the radiative contribution (Iscn) of the surroundings must

be determined. Towards this aim, we introduce q̇m,1 since the sample is assumed to be specular. This

corresponds to the pixel-based camera response during the closed chopper position when imaging

the reference mirror.

q̇m,1

(︂
T(x⃗),⊥

)︂
= ∆Ω⊥

∫︂ λ2

λ1

dλ τbs

[︃(︂
1 − ρ⊥F,m(T(x⃗), λ)

)︂
Ib(T(x⃗), λ) + ρ⊥F,m

(︂
T(x⃗), λ

)︂
I⊥scn

]︃
(4.25)

where λ1 and λ2 are the bounds of the camera spectral window, ∆Ω⊥ corresponds to a pixel solid

angle and ρ⊥F,m is the mirror’s specular reflectivity. The thermal emission of the reference mirror with

ρ⊥F,m ≈ 1 may be neglected, and Eq. 4.25 can be simplified to:
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q̇m,1

(︂
T(x⃗),⊥

)︂
= ∆Ω⊥

∫︂ λ2

λ1

dλ τbs I⊥scn (4.26)

To estimate q̇m,1, the reference mirror must be placed in the exact same position and orientation as

the sample. The fourth step is particularly important. To determine the sample’s specular reflectivity,

we introduce q̇s,1 and q̇s,2 to represent the pixel-based camera response with the chopper in closed and

open positions, respectively. To express q̇s,2, we introduce the nearly collimated radiation I⊥BB coming

from the black body at a normal incident angle. Under these conditions, q̇s,1 and q̇s,2 are expressed as

in Eqs. 4.27 and 4.28, respectively.

q̇s,1

(︂
T(x⃗),⊥

)︂
= ∆Ω⊥

∫︂ λ2

λ1

dλ τbs

[︃(︂
1 − ρ⊥F,s

(︂
T(x⃗), λ)

)︂
Ib(T(x⃗), λ) + (4.27)

ρ⊥F,s
(︂
T(x⃗), λ

)︂
I⊥scn

]︃
q̇s,2

(︂
T(x⃗),⊥

)︂
= ∆Ω⊥

∫︂ λ2

λ1

dλ τbs

[︃(︂
1 − ρ⊥F,s(T(x⃗), λ)

)︂
Ib(T(x⃗), λ) + (4.28)

ρ⊥F,s
(︂
T(x⃗), λ

)︂(︃
I⊥scn + IBB

)︃]︃
Then, the image of the sample in the absence of the reflection of the black body (q̇s,1) is subtracted

from the image with the source reflection (q̇s,2). This eliminates the reflection from the surroundings

and the sample’s thermal emission:

q̇s,2 − q̇s,1 = ∆Ω
⊥

∫︂ λ2

λ1

dλ τbs ρ
⊥

F,s

(︂
T(x⃗), λ

)︂
IBB (4.29)

To evaluate IBB, an additional measurement is performed on a reference mirror with a known

reflectivity ρ⊥F,m considered equal to one:

q̇m,2 − q̇m,1 = ∆Ω
⊥

∫︂ λ2

λ1

dλ τbs IBB (4.30)

The ratio of these differences (Eqs. 4.29-4.30) is used to evaluate the specular normal–normal reflec-

tivity of the sample (ρ⊥F,s).

q̇s,2 − q̇s,1

q̇m,2 − q̇m,1
=

∫︁ λ2

λ1
dλ τbs ρ

⊥

F,s

(︂
T(x⃗), λ

)︂
IBB∫︁ λ2

λ1
τbs IBB dλ

= ρ̃⊥F,s
(︂
T(x⃗)
)︂

(4.31)
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This ratio corresponds to the averaged sample reflectivity weighted by the radiative intensity of the

black body source and is denoted by ρ̃⊥F,s.

To achieve the fifth step, the radiometric equation (Eq. 4.23) needs to be solved to obtain the black

body radiative intensity of the sample. This requires knowledge of ρ⊥F,s (Eq. 4.31) and I⊥scn (Eq. 4.26)

and the assumption that ρ⊥F,s is constant inside the wavelength range [λ1,λ2], leading to ρ⊥F,s = ρ̃
⊥

F,s.

Thus, an expression of the sample’s emittance q̇e
s transmitted to the camera in its spectral window

may be written as:

q̇e
s = ∆Ω

⊥

(︃
1 − ρ̃⊥F,s

(︂
T(x⃗)
)︂)︃ ∫︂ λ2

λ1

dλ τbs Ib(T(x⃗), λ) (4.32)

and computed with Eq. 4.27, where the reflected surrounding radiative flux is removed using the

reflectivity and Eq. 4.26:

q̇e
s = q̇s,1

(︂
T(x⃗),⊥

)︂
− ρ̃⊥F,s

(︂
T(x⃗)
)︂
q̇m,1

(︂
T(x⃗),⊥

)︂
(4.33)

The sixth step involves dividing the sample transmitted emittance (q̇e
s) by the constant sample

emissivity (1 − ρ̃⊥F,s) to compute the transmitted black body emittance (q̇b
s), expressed in Eq. 4.34.

q̇b
s =

q̇e
s

1 − ρ̃⊥F,s
(︂
T(x⃗)
)︂ (4.34)

The last step makes use of the measured reflectivity and the previously recorded calibration

relationship, Eq. 4.10, and links the sample’s true temperature to the sample’s black body equivalent

emittance (q̇b
s), which is then transmitted to the camera (Eq. 4.11).

T(x⃗) = g
[︃
S
(︂
q̇b

s

)︂]︃
(4.35)

4.7.5 Numerical validation of ATR

The example studied in Section 4.7.3 is used to numerically validate the ATR method. The il-

lumination beam (IBB) is simulated with normally collimated black body radiation at 400 K. The

illumination is chosen to be circular to match the experimental set-up. Figure 4.24 shows the experi-
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(a.1) (a.2) (a.3)

(b.1) (b.2) (b.3)

Figure 4.24: Simulated camera response (step 2 of ATR) for a heterogeneous sample (a) and a reference
mirror (b): (a.1) radiative image from the sample q̇s,1; (a.2) radiative image from the illuminated sample
q̇s,2; (a.3) difference between both images q̇s,2 − q̇s,1; (b.1) radiative image from the mirror q̇m,1; (b.2)
radiative image from the illuminated mirror q̇m,2; (b.3) difference between both images q̇m,2 − q̇m,1.

mental part of the ATR method with simulated infrared images of a heterogeneous specular sample

and a reference mirror (steps 2, 3 and 4).

Figure 4.25 corresponds to the data processing method. Figure 4.25.a corresponds to the mea-

surement of ρ̃F,s described in step 4, where the division of q̇s,2 − q̇s,1 (Figure 4.24.a.3) by q̇m,2 − q̇m,1

(Figure 4.24.b.3) is performed. Figure 4.25.b illustrates the measured emissivity maps obtained with

Eq. 4.15. The determination of q̇e
s (fifth step) is realised with q̇s,1 (Figure 4.24.a.1), q̇m,1 (Figure 4.24.b.1)

and ρ̃F,s (Figure 4.25.a) and shown in Figure 4.25.c. Then, the black body equivalent emittance (q̇b
s) is

determined using q̇e
s and the emissivity maps (1 − ρ̃⊥F,s) described in Figure 4.25.d.
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(a)
(b)

(c) (d)

Figure 4.25: Illustration of the ATR method (a) normal reflectivity ρ̃⊥F,s; (b) emissivity (1 − ρ̃⊥F,s); (c)
sample emittance q̇e

s; (d) sample black body emittance q̇b
s .
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The obtained emittance is constant along all specimens. Then, with the calibration curves, one

can identify the temperature from q̇b
s (Figure 4.25.d). In this section, the steps of the ATR method

are introduced in a theoretical study, whereas in the next section, they are applied to experimental

images of actual samples.

4.8 Validation of ATR on heterogeneous samples at ambient temperatures

4.8.1 Stainless steel sample

Figure 4.26 shows the first sample, which is a stainless steel cubic sample with two different

surface treatments: (i) rough (untreated) (Figure 4.26.1) and (ii) laser polished (Figure 4.26.2). A

detailed description of the samples is given in [107].

Figure 4.26: Presentation of the stainless steel sample with two surface treatments: (1) rough (un-
treated) and (2) laser polished.

Figure 4.27 shows the results of step 2 in the ATR method with the recorded thermographic images

for both the sample and the reference mirror.

Figure 4.27.a.1 shows the raw DL (proportional to q̇s,1) of the sample. There are two parts

in Figure 4.27.a.3, corresponding to the rough (untreated, left) and laser-polished (right) surfaces.

Figure 4.27.b.1 shows q̇m,1), where a cold spot is visible due to the cooled camera narcissus, which

is also present in Figure 4.27.a.1 [108]. Figure 4.27.a.3 and 4.27.b.3 show the reflections of the black

body source on the sample and on the mirror.
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(a.1) (a.2) (a.3)

(b.1) (b.2) (b.3)

Figure 4.27: Camera measurements (step 2 of ATR) on the (a) stainless steel sample, where the left
side is the rough surface and the right is the laser-polished surface, and (b) for the reference mirror.
(a.1) raw sample measurement q̇s,1; (a.2) illuminated sample q̇s,2; (a.3) difference q̇s,2 − q̇s,1; (b.1) raw
mirror measurement q̇m,1; (b.2) illuminated mirror q̇m,2; (b.3) difference q̇m,2 − q̇m,1.
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(a) (b)

Figure 4.28: Measured sample radiative properties (step 4): (a) reflectivity ρ̃⊥F,s; (b) emissivity (1− ρ̃⊥F,s).

Small heterogeneities of the source illumination are detected in Figure 4.27.b.3, which are at-

tributed to black body cavity heterogeneity. When the beam is reflected by the sample (Figure 4.27.a.3),

the two surface treatments can be clearly distinguished. Based on the results of Figures 4.27.a.3 and

4.27.b.3, the sample’s reflectivity and emissivity may be computed (step 4 of ATR), resulting in the

radiative properties presented in Figure 4.28.a and 4.28.b, respectively.

Figure 4.28.a indicates that the polished part (right) of the sample is more reflective than the rough

part (left). With reference to Figure 4.28.a, the average total reflectivity and its standard deviation are

computed and presented in Table 4.1. From Figure 4.27.a.1, the polished part (right) of the sample

appears warmer than the rough part (left), whereas the sample is isothermal.

This case illustrates the difficulty of temperature measurements with thermography, which re-

quires modelling and experimental separation of all the contributions (emission and reflection) cap-

tured by the sensor.

Rough part Polished part

ρ̃⊥F,s 0.16 0.68
Standard deviation 0.02 0.12

Table 4.1: Measured effective reflectivity of the stainless steel sample.

126



4.8. VALIDATION OF ATR ON HETEROGENEOUS SAMPLES AT AMBIENT
TEMPERATURES

(a) (b)

Figure 4.29: Measured stainless steel sample emittance: (a) q̇e
s (b) q̇b

s .

Figure 4.29.a presents the results of the ATR fifth step, q̇e
s, and the black body sample emittance is

shown in Figure 4.29.b (sixth step). The rough part in Figure 4.29.a corresponds to the region at 2500

DL, and the laser polished part is at 1000 DL. This is particularly interesting as opposed to the raw

DL (Figure 4.27.a.1), where the reflection is dominant compared to the emission.

As expected, q̇b
s appears to be quasi-isothermal after correction by the sample’s emissivity (Eq. 4.34),

and there is continuity between the rough and polished parts. Additionally, in Figure 4.29.a, one can

observe bright vertical streaks on the polished part. The vertical lines are due to the laser path of

the polishing process described in Figure 4.26, which induces error in the reflectivity measurements.

The error is amplified for highly reflective materials. In Figure 4.29.b, the bright spot of the sample is

attributed to the camera’s narcissus attenuation. The persistence of the narcissus artefact is attributed

to several factors, such as the sample’s surface waviness, camera misalignment, beam, sample and

reference mirror.

Figure 4.30.a presents a map of the measured true temperatures computed with ATR, and Fig-

ure 4.30.b shows a histogram of the measured temperature distribution obtained with ATR (blue) or

exclusively by emissivity correction (q̇e
s/(1− ρ̃

⊥

F,s) red). This latter does not account for the surrounding

reflection. With ATR, it is difficult to distinguish the temperature differences between the polished

and rough parts. In addition, the error due to the narcissus artefact has a negligible effect on the
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(a) (b)

Figure 4.30: Sample temperature distribution (°C): (a) temperature map; (b) histogram of temperatures
for ATR and emissivity correction methods. The room temperature is measured to be 21.3 ◦C.

temperature evaluation. However, when applying only the emissivity correction, even if the emis-

sivity is known, the two parts are distinct. The measured temperature on the rough part fluctuates

between 21.5 ◦C and 22.5 ◦C, whereas the measured temperature on the polished part is completely

heterogeneous. The ATR method is considered to be superior to the standard emissivity correction

approach for specular materials at ambient temperature.

Remark: In this specific case, the assumption that the sample’s surface roughness is smaller than the

wavelength is not satisfied for the rough part. Nevertheless, the results show that the reflections are

mostly specular. If this were not the case, one would underestimate ρ̃⊥F,s for this surface. Consequently,

the corrected temperature would be higher, and the interface between each surface finish would be

clearly distinguishable.
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4.8.2 Three-layer aluminium sample

The second sample (see Figure 4.31) is a custom-made heterogeneous aluminium sample divided

into three parts: (i) a raw surface (Figure 4.31.1); (ii) a raw surface painted uniformly in black

(Figure 4.31.2); and (iii) a raw surface speckled with the same paint (Figure 4.31.3). The paint used is

matte black (RAL 9005) and has an emissivity estimated to be approximately 0.92, as depicted in Ref.

[109].

Figure 4.31: Presentation of the three-layer aluminium sample: (1) raw surface, (2) painted black, and
(3) speckled.

Figure 4.32 shows the results of step 2 from the ATR method with the recorded thermographic

images for both the (a) sample and the (b) reference mirror. Figures 4.32.a.1 and 4.32.b.1 show images

of the sample (q̇s,1) and the mirror (q̇m,1) with the chopper closed, respectively. Figures 4.32.a.2 and

4.32.b.2 are with the chopper open for (q̇s,2) and (q̇m,2), respectively. Figures 4.32.a.3 and 4.32.b.3 show

the difference for the sample and the reference mirror, respectively.

Based on these measurements, one can proceed with the fourth step of the ATR method and

compute the normal reflectivity (Figure 4.33.a) and the normal emissivity (Figure 4.33.b) of the

sample. Figure 4.33.a indicates that the raw part is reflective (ρ⊥F,s ≈ 0.8) and that the painted part has

an emissivity of approximately 0, 96, which is close to that found in [109]. Surprisingly, the speckled

area does not have such sharp reflectivity fields. This is due to the spatial resolution of the IR camera,

which has a lower resolution than the speckled pattern. Such problems are addressed in digital image

correlation approaches [110].

Based on these results, the average effective reflectivity and associated standard deviation for each

section of the sample are computed and presented in Table 4.2.
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(a.1) (a.2) (a.3)

(b.1) (b.2) (b.3)

Figure 4.32: Camera measurements (step 2 of ATR) (a) on the three-layer aluminium and (b) for the
reference mirror. (a.1) Raw sample measurement q̇s,1; (a.2) illuminated sample q̇s,2; (a.3) difference
q̇s,2 − q̇s,1; (b.1) raw mirror measurement q̇m,1; (b.2) illuminated mirror q̇m,2; (b.3) difference q̇m,2 − q̇m,1.

(a) (b)

Figure 4.33: Measured sample radiative properties (step 4): (a) reflectivity ρ̃⊥F,s; (b) emissivity (1− ρ̃⊥F,s).
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(a) (b)

Figure 4.34: Measured emittance of the three-layer aluminium sample: (a) sample’s emittance q̇e
s (b)

sample’s black body emittance q̇b
s .

Table 4.2: Measured effective reflectivity of the aluminium three-part sample.

Rough Speckled Painted

ρ̃⊥F,s 0.62 0.23 0.04
Standard deviation 0.0546 0.0421 0.0227

The rough part is observed to have a higher total reflectivity than the speckled and uniformly

painted parts. The standard deviation of the total reflectivity follows the same trend. In comparison

to the stainless steel sample, the standard deviation is also lower. This reinforces the hypothesis

that the method is sensitive to the surface topography and noise measurements on highly reflective

samples. From these measurements, we can apply the fifth step of the ATR method and plot q̇e
s and

q̇b
s in Figure 4.34.a and 4.34.b, respectively. Unlike the previous measurement, we do not use an

average reflectivity for each surface condition because of the high variability of the speckled surface.

Consequently, the black body emittance is computed on a per-pixel basis and appears quasi-constant

on the sample, where only a small area of the narcissus is still visible.

After converting the black body emittance with the last step of ATR, the temperature map is

obtained and displayed in Figure 4.35.a, and its histogram distribution is plotted in Figure 4.35.b.
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TEMPERATURES

(a) (b)

Figure 4.35: Sample temperature distribution (°C): (a) temperature map; (b) histogram of temperatures
for the ATR and emissivity correction methods. The room temperature is measured as 23.2 °C.

The uniformity of the sample temperature is almost recovered by the ATR method, and the measured

temperature corresponds to room temperature (≈ 23.2 ◦C). The error due to the narcissus artefact

on the reflective raw part leads to local overestimation of the sample’s true temperature. In the

black-painted part, however, this error is negligible since the reflection of the narcissus is negligible.

4.8.3 Conclusions regarding static measurement

In conclusion, the raw images captured by IR cameras are insufficient for easy absolute and remote

measurements of the temperature for observed thermal scenes. The lack of local knowledge about the

emissivity fields and the influence of reflections from the environment preclude accurate radiometric

assessment.

A rapid and versatile ATR method is proposed to characterise the normal emissivity of a specular

opaque body with any type of IR camera. The detailed protocol of the ATR method allows simulta-

neous acquisition of the emissivity and temperature fields through an analytical radiation model and

an experimental methodology. This method is validated on opaque material surfaces such as treated

metallic surfaces, black bodies, and raw samples, which can be assumed to be mirrors (ρ̃⊥ ≈ 0.9 −).
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For each case, the application of radiometric balances allows us to highlight the contribution and

interest of the ATR method for the absolute and contactless measurement of temperature fields by IR

thermography.

4.9 Conclusions regarding temperature measurement with infrared ther-
mography

As seen in this chapter, temperature measurements are essential to understanding and character-

ising HEL interactions with matter.

The conventional method often relies on a hypothesis of the spectral behaviour for emissivity

(or reflectivity) and does not consider reflections. In this study, another assumption is proposed.

This relies on the BRDF shape itself assuming specular reflections. The ATR method allows in situ

measurements of emissivity fields, an estimation of the reflections present in the thermal scene

and consequently absolute measurement of temperature fields by infrared cameras on specular

materials.

The proposed method is first validated on a radiative numerical study. Then, a complete set-up

is developed and fully described. To finish, results are shown on samples at ambient temperature.

From a personal point of view, there is no ideal solution for infrared temperature measurement.

The experimenter must know all relevant behaviours that occur in the infrared scene and make well-

founded assumptions. The ATR method has the advantage of considering thermal reflections that

most methods do not consider. Finally, by tilting the sample during illumination, it is easy to check

that the sample is specular. This is a major advantage of the method, as it eliminates the need for

assumptions.
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Chapter 5

From quantitative thermal imaging to
spatio-temporal heat flux estimation
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5.1. INTRODUCTION

5.1 Introduction

The aim of this chapter is to implement tools for evaluating the behaviour of materials that are

illuminated by a continuous multi-kW laser source. Even if the spatial and temporal characteristics of

the incident beam are known, the major issue lies in quantifying the power absorbed by the sample,

which is dependent on its surface conditions. Information from both spatial and temporal heat flux

profiles can be used as a starting point for this quantification. As the data from the laser impacting

the sample are difficult to collect, we propose to study the target sample’s behaviour far from the

contact interface, where the evolution of properties is linear. From these data, we use analytical and

numerical methods to track the kinetics of the impact.

Here, one considers numerical studies in 2D and 3D. The aim is to develop a method for estimating

heat flux boundary conditions in any spatial and temporal form. Consequently, the MBDA logo shown

in Figure 5.1a is used as a heat source. Each letter of the logo has a different power and appears at

different times in the simulation (see Figure 5.1b).

(a) Maximum deposited power (W).
(b) Temporal shape of the imposed power on
each letter of MBDA.

Figure 5.1: Heat flux description.
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5.2 Direct and inverse problems

Direct problems calculate a final solution (or a time evolution) as a function of known values

and boundary conditions. Direct problems are common and are widely used for system design. To

compute the response of a system, one must know the following:

• the geometry of the system,

• the involved materials and their properties,

• the transport mode of energy present in the system (conduction, convection, radiation),

• the initial conditions of the system,

• the exchange between the system and the surrounding boundary conditions, and

• the spatial and temporal discretisation needed to solve the problem.

Inverse problems are defined as the set of methods that allow us to monitor the cause of an event

from the observation of its effects, as opposed to direct problems, which make it possible to determine

the effects from a set of known causes. Computational methods for solving inverse problems have

been widely developed and have now become essential tools in industry and research [111, 112, 113,

114, 115, 116, 117, 118]. The relations between experimental observations and numerical simulations

that are identified through inverse techniques make it possible to identify physical quantities that are

not directly accessible through direct methods [119].

In the specific case of thermal problems, this requires calculating the temperature response of a

medium, object or system based on the knowledge of heat sources, heat losses and thermophysical

properties. The inverse problem in thermics makes it possible to estimate the "input" quantities of

the direct problem (i.e., thermophysical properties, flux, etc.), starting from the temperature mea-

surement. There are multiple parameters to be sought during the inversion [120, 121]. In the case

of laser–material interactions, one seeks to identify the imposed heat flux (boundary condition), as

illustrated in Figure 5.2.

The cause of direct problems is known, and the effects are searched for. This intuitively implies

that the same causes lead to the same consequences. However, it is more difficult to determine all the
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Figure 5.2: Elementary schematic of direct and inverse problems.

possible causes of a certain consequences. This illustrates the difficulty in studying inverse problems,

as they may have several solutions. Therefore, it is necessary to have additional information to

differentiate between them. It then becomes clear that the very nature of an inverse problem poses

real difficulties in its implementation. To solve this, J. Hadamard [122, 123] introduced the notion of

a "well-posed" problem and defined the three associated necessary conditions:

• A solution exists,

• the solution is unique, and

• the solution is stable according to the data.

The first two criteria can be handled more easily than the third. If a solution to the direct problem

exists, it is natural to think that it also exists for inverse problems. If the second criterion is not met,

then there are methods to impose additional restrictions, thus isolating a unique solution. In this

field, we can cite the work of A. Benabdallah et al. [124], who showed the existence and uniqueness

of a solution for a 1D von Karman model. Bryan Kurt and L. Caudill [125] conducted a study of

the uniqueness and stability of results for inverse thermal problems. In particular, considering an

object subjected to a heat flux, the unknown boundary conditions can be studied by measuring the

temperature of its surfaces. The third criterion is much more complicated for inverse problems. This

is usually the reason for the "ill-posed" character of thermal inverse problems. A part of the input
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data is experimental and is therefore subject to measurement and calibration noise. The solution of

inverse problems must therefore be stable despite variable input noise.

5.3 Generation of numerical direct problems

For the implementation of direct problems, we consider an industrial grade of aluminium

(AL2024), for which the thermal properties are presented in Table 5.1.

Density (ρv kg ·
m−3)

Specific heat
capacity

(Cp J · kg−1 · K−1)

Thermal
conductivity

(k W ·m−1
· K−1)

Thermal
diffusivity
(mm2

· s−1)
2700 897 239 98.5

Table 5.1: Thermal properties of AL2024.

The geometry used for the simulation also corresponds to industrial samples. We consider two

kinds of direct 2D and 3D problems. The corresponding dimensions are presented in Table 5.2.

2D problem 3D problem
Length (m) 0.1 0.1
Width (m) 0.1 0.1
Thickness (m) 0.002 0.005

Table 5.2: Geometry for the 2D and 3D direct problems.

5.3.1 Analytical approach

5.3.1.1 Direct thermal diffusion problem in 2D

By considering the boundary conditions presented in Figures ?? and 5.1 and by neglecting the

heat transfer through the thickness, the temperature field can be described with the following system

of equations:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρmCp
∂T(x, y, t)
∂t

= k
[︃∂2T(x, y, t)
∂x2 +

∂2T(x, y, t)
∂y2

]︃
+Qv

k
∂T(x, y, t)
∂x

|x=0, Lx = 0

k
∂T(x, y, t)
∂y

|y=0, Ly = 0

T(x, y, t = 0) = 0

(5.1)
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where ρm is the volumetric mass, Cp is the specific heat, T(x, y, t) is the temperature (K) and Qv is the

heat source (W ·m−3)

The thermal load Qv can be described as follows:

Qv =

4∑︂
i=1

Qv(x, y, i) × Fi(t) (5.2)

where Qv(x, y, i) represents the spatial profile of each letter in MBDA and Fi(t) represents their temporal

variations (see Figures 5.1a and 5.1b).

One manner of solving Eq. 5.1 is to project the problem onto the Laplace (temporal) and Fourier

(spatial x and y) domain [126]. Those projections are presented in Eqs. 5.3, 5.4 and 5.5.

Θ̃(x, y, p) =
∫︂ +∞

t=0
T(x, y, t)e−ptdt (5.3)

Θ̂(αn, y, p) =
∫︂ Lx

x=0
Θ̃cos(αnx)dx (5.4)

Θ(αn, βm, p) =
∫︂ Ly

y=0
Θ̂cos(βmy)dy (5.5)

where αn and βm represent the spatial Fourier frequencies considering the adiabatic boundary condi-

tions. These frequencies are expressed in Eqs. 5.6 and 5.7.

αn =
nπ
Lx

, n ∈N (5.6)

βm =
mπ
Ly

, m ∈N (5.7)

This leads to a temperature expression in the transformed space (Eq. 5.8):

Θ(αn, βm, p) =
∫︂ Ly

y=0

∫︂ Lx

x=0

∫︂ +∞
t=0

T(x, y, t)e−ptcos(αnx)cos(βmy) dx dy dt (5.8)

The transition into the transformed domain simplifies the spatial and temporal derivative in

Eq. 5.1:
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Temporal Laplace transition:∫︂ +∞
t=0

∂T(x, y, p)
∂t

e−ptdt = p
∫︂ +∞

t=0
T(x, y, p)e−ptdt (5.9)

First Fourier transition:∫︂ Lx

x=0

∂2T(x, y, t)
∂x2 cos(αnx) dx = −α2

n

∫︂ Lx

x=0
T(x, y, t)cos(αnx) dx (5.10)

Second Fourier transition:∫︂ Ly

x=0

∂2T(x, y, t)
∂y2 cos(βmy) dy = −β2

m

∫︂ Ly

y=0
T(x, y, t)cos(βmy) dy (5.11)

Considering Eqs. 5.9, 5.10, and 5.11, Eq. 5.1 can be rewritten in the transformed domain.

pΘ(αn, βm, p) = −dα2
nΘ(αn, βm, p) − dβ2

mΘ(αn, βm, p) +
Qv˜ (αn, βm, p)
ρmCp

(5.12)

where d is the thermal diffusivity and Qv˜ (αn, βm, p) is the volumetric source into the transformed

domain defined in Eq. 5.13.

Qv˜ (αn, βm, p) =
∫︂ Ly

y=0

∫︂ Lx

x=0

∫︂ +∞
t=0

4∑︂
i=1

Qv(x, y, i) × Fi(t)e−ptcos(αnx)cos(βmy) dx dy dt (5.13)

Finally, one can express the temperature in the transformed domain as:

Θ(αn, βm, p) =
Qv˜ (αn, βm, p)

ρmCp × (p + dα2
n + dβ2

m)
(5.14)

The return to real space is achieved with two inverse Fourier transforms and one inverse Laplace

transform and is not described here (readers can refer to [126, 127]).

Figure 5.3 illustrates different temperature fields obtained with this equation and the boundary

conditions presented in Figures 5.1a and 5.1b.
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Figure 5.3: Obtained temperature fields on the rear face at different time steps: (a) t=0.5 s, (b) t=1 s,
(c) t=2 s and (d) t=3 s.
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5.3.1.2 Direct thermal diffusion problem in 3D

By considering the same boundary conditions, the temperature field can be described with the

following system of equations:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρmCp
∂T(x, y, z, t)

∂t
= k
[︃∂2T(x, y, z, t)

∂x2 +
∂2T(x, y, z, t)
∂y2 +

∂2T(x, y, z, t)
∂z2

]︃
k
∂T(x, y, z, t)
∂x

|x=0, Lx = 0

k
∂T(x, y, z, t)
∂y

|y=0, Ly = 0

− k
∂T(x, y, z, t)
∂z

|z=0 = q̇(x, y, t)

k
∂T(x, y, z, t)
∂z

|z=Lz = 0

T(x, y, z, t = 0) = 0

(5.15)

where ρm is the volumetric mass, Cp is the specific heat, T(x, y, z, t) is the temperature (K) and q̇ is the

surface heat flux (W ·m−2)

Here, q̇(x, y, i) represents the spatial profile of each letter of MBDA, and Fi(t) represents their

respective temporal variations (see 5.1a and 5.1b) and is expressed as follows:

q̇ =
4∑︂

i=1

q̇(x, y, i) × Fi(t) (5.16)

where q̇(x, y, i)

Once again, a double spatial (x,y) Fourier transform and a Laplace transform (t) are performed.

Consequently, the temperature in the transformed space (Θ(αn, βm, z, p)) is described in Eq. 5.17.

Θ(αn, βm, z, p) =
∫︂ Ly

y=0

∫︂ Lx

x=0

∫︂ +∞
t=0

T(x, y, z, t)e−ptcos(αnx)cos(βmy) dx dy dt (5.17)

where αn and βm, which represent the spatial Fourier frequencies considering the adiabatic boundary

conditions, are respectively given in Eqs. 5.18 and 5.19.

αn =
nπ
Lx

, n ∈N (5.18)
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βm =
mπ
Ly

, m ∈N (5.19)

After simplification, Eq. 5.15 can be rewritten in the transformed domain (Eq. 5.20):

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂2Θ(αn, βm, z, p)
∂z2 −Θ(αn, βm, z, p)

[︃p
d
+ α2

n + β
2
m

]︃
= 0

k
∂Θ(αn, βm, z, p)

∂z
|z=0 = q̃(αn, βm, p)

∂Θ(αn, βm, z, p)
∂z

|z=Lz = 0

(5.20)

where d is the thermal diffusivity (m2
·s−1) and q̃(αn, βm, p) is the heat flux into the transformed domain.

The solution of the characteristic equation of the partial differential equation (5.20) is given in

Eq. 5.21.

Λ = ±
√

k (5.21)

where k = p
d + α

2
n + β

2
m

The solution to Eq. 5.20 is rewritten as:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Θ(αn, βm, z, p) = Ae

√
kz + Be−

√
kz

√

kA −
√

kB = q̃(αn, βm, p)
√

kAe
√

kLz −

√

kBe−
√

kLz = 0

(5.22)

Finally, one can express the temperature in the transformed domain as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Θ(αn, βm, z, p) = Ae
√

kz + Be−
√

kz

A = q̃(αn, βm, p)
e−2
√

kLz

√
k(e−2

√
kLz − 1)

B = q̃(αn, βm, p)
1

√
k(e−2

√
kLz − 1)

(5.23)

The return to real space is achieved with two inverse Fourier transforms and one inverse Laplace

transform and is not described here [126].

Figure 5.4 illustrates different temperature fields on the rear face obtained with Eq. 5.23 considering

the boundary conditions presented in Figures 5.1a and 5.1b.
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Figure 5.4: Illustration of the obtained temperature fields on the rear face at different time steps: (a)
t=0.5 s, (b) t=1 s, (c) t=2 s and (d) t=3 s.
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5.3.2 Introduction to the finite volume method (FVM) applied to thermal diffusion in 2D

Rewriting Eq. 5.1 as Eq. 5.24,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρmCp
∂T(x, y, t)
∂t

= k
[︃∂2T(x, y, t)
∂x2 +

∂2T(x, y, t)
∂y2

]︃
+Qv

k
∂T(x, y, t)
∂x

|x=0, Lx = 0

k
∂T(x, y, t)
∂y

|y=0, Ly = 0

T(x, y, t = 0)

(5.24)

The first step of the FVM is to define the discretized volume domain illustrated in Figure 5.5.

Figure 5.5: Illustration of a portion of the 2D grid used for discretisation.

The key step of the FVM is to integrate Fourier’s law over a controlled volume △V and time step

△t. Eq. 5.25 shows the obtained equation on any coordinate P of the grid at a given time step t, for

which the temperature is given as Ttime step
coordinate

∫︂
△V

∫︂ t+△t

t
ρmCp

∂T
∂t

dV dt = k
∫︂
△V

∫︂ t+△t

t

(︃
∂2T
∂x2 +

∂2T
∂y2

)︃
dV dt +

∫︂
△V

∫︂ t+△t

t
Qv dV dt (5.25)

The first term leads to:
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∫︂
△V

∫︂ t+△t

t
ρmCp

∂T
∂t

dV dt =
∫︂ Xp+△x/2

Xp−△x/2

∫︂ Yp+△y/2

Yp−△y/2

∫︂ Lz

0

∫︂ t+△t

t
ρmCp

∂T
∂t

dx dy dz dt

= △x × △y × Lz × ρm × Cp ×

∫︂ t+△t

t

∂T
∂t

dt

= △x × △y × Lz × ρm × Cp ×

[︃
Tp

]︃t+△t

t

= △x × △y × Lz × ρm × Cp ×

[︃
Tt+△t

p − Tt
p

]︃
(5.26)

The x component of the second term leads to:

k
∫︂
△V

∫︂ t+△t

t

∂2T
∂x2 dV dt = k

∫︂ Xp+△x/2

Xp−△x/2

∫︂ Yp+△y/2

Yp−△y/2

∫︂ Lz

0

∫︂ t+△t

t

∂2T
∂x2 dx dy dz dt

= k × △y × Lz × △t ×
∫︂ XW

XE

∂2T
∂x2 dx

= k × △y × Lz × △t ×
[︃
∂T
∂x

]︃W
E

= k × △y × Lz × △t ×
[︃Tt

E − Tt
p

△x
−

Tt
p − Tt

W

△x

]︃
= k × △y × Lz × △t ×

Tt
E + Tt

W − 2Tt
p

△x
(5.27)

The y component of the second term leads to:

k
∫︂
△V

∫︂ t+△t

t

∂2T
∂y2 dV dt = k × △x × Lz × △t ×

Tt
N + Tt

S − 2Tt
p

△y
(5.28)

The last term leads to:

∫︂
△V

∫︂ t+△t

t
Qv dV dt =

∫︂ Xp+△x/2

Xp−△x/2

∫︂ Yp+△y/2

Yp−△y/2

∫︂ Lz

0

∫︂ t+△t

t
Qv dx dy dz dt

= △x × △y × Lz × △t ×Qv(p, t) (5.29)

By combining Eqs. 5.26, 5.27, 5.28 and 5.29, Eq. 5.25 expresses the temperature Tt+△t
p :

Tt+△t
p = △t × d

[︃Tt
E + Tt

W − 2Tt
p

△x2 +
Tt

N + Tt
S − 2Tt

p

△y2

]︃
+ Tt

p + △t ×
Qv(p, t)
ρm × Cp

(5.30)
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This formula is valid for every point on the grid except corner and edge control volumes. The

corners have two neighbouring volumes, and the edges have three neighbouring volumes. These

points are not necessary for understanding the following section. The reader can refer to [128, 129]

for more information.

In this demonstration, an explicit scheme is used. This scheme imposes restrictions on the

maximum time step △t described as follows: [129].

△t <
1

2d

[︃
△x2
△y2

△x2 + △y2

]︃
(5.31)

5.4 Inverse method for a quantitative spatio-temporal estimation of the
heat flux - FVM-based approach

In 2008, C. Pradere et al. [130] developed a novel approach to make a joint estimation of the

volumetric heat source and thermal diffusivity. In this work, a correlation-based criterion between

the temporal derivative and the spatial Laplacian is introduced to determine where (or when) sources

are turned on. This study is an extension of this work. Efforts were made to improve the correlation

criterion to determine where (or when) the convective losses biased the estimation. Furthermore, an

approach is proposed to generalise this method to 3D problems. The latter has not yet been tested.

5.4.1 Estimation of the 2D heat source based on the FVM

5.4.1.1 Description of the method

As we have just seen, the FVM allows the estimation of temperature fields based on an initial

state, on boundary conditions and/or a volumetric heat source while considering the heat flux and

convective heat losses. Consequently, Eq. 5.30 can be rewritten as

△Tt
p = d∇2Tt

p +
Qv(p, t)
ρmCp

−
h

LzρmCp
(Tt

p − T0) (5.32)

where △T represents the discrete temporal derivative (K · s−1), ∇2T is the discrete Laplacian (K ·m−2), d

is the thermal diffusivity (m2
· s−1), h is the convective heat transfer coefficient (W ·m−2

·K−1), ρm is the

density (kg ·m−3), Cp is the heat capacity (J ·K−1
·kg−1), T0 is the temperature of the surrounding air (K)
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and Qv (p, t) is the volumetric heat source (W ·m−3). The indices and the exponent of the temperature

(denoted by T in K) represent the spatial and temporal positions. Note that this equation is valid only

in internal nodes of the 2D heat transfer problem solved by the FVM.

Based on the discrete temperature field measurement and in the absence of convective heat losses,

Eq. 5.32 allows the estimation of the heat flux with the discrete temperature derivative (△T) and the

discrete Laplacian (∇T) (see Eq. 5.33). The absence of heat sources also leads to the estimation of the

thermal diffusivity (Eq. 5.34).

Qv(p, t) = ρm × Cp

[︃
△Tt

p − d∇Tt
p

]︃
(5.33)

d =
△Tt

p

∇Tt
p

(5.34)

To make a good estimation, one must be able to correctly detect the spatial and temporal positions

where the source is active/pure diffusion/heat losses are no longer negligible.

To overcome this problem, a method initially studied by [131], based on the statistical approach

of the linear correlation that links the temporal derivative and the Laplacian performed with singular

value decomposition (SVD). The statistical linear correlation parameter between two variables (Cxy)

is defined in Eq. 5.35. The coefficient is a dimensionless quantity ranging from -1 to 1. When

Cxy approaches 1, both parameters (x and y) are positively correlated, meaning they either increase

or decrease simultaneously. In contrast, when Cxy approaches -1, the parameters are negatively

correlated, meaning that when one increases, the other decreases, and vice versa.

Cxy =

∑︁n
i=1(xi)(yi)√︂∑︁n

i=1(xi)2
∑︁n

i=1(yi)2
(5.35)

where n represents the number of images taken, i.e., the size of the temporal window.

By taking xi = △Ti
p and yi = ∇Ti

p, the correlation C△T,∇T can be calculated. When C△T,∇T ≈ 1, the

system is in pure diffusion, and when C△T,∇T ≈ −1, the presence of heat flux is indicated.

Thus, this method can be used as a pointer to spatially and temporally indicate the diffusivity

estimation of heat sources. Nevertheless, it is insufficient because this nodal approach is sensitive to
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heat losses. This approach can be made more robust by including a global parameter that considers

heat losses.

To naturally introduce the global correlation parameter, one can write Eq. 5.32 with a matrix-based

system as described in Eq. 5.36.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
△T1

p
△T2

p
...
△Tn

p

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⏞ˉ̄ ˉ⏟⏟ˉ̄ ˉ⏞
y

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∇T1

p T0 − T1
p

∇T2
p T0 − T2

p
...

...
∇Tn

p T0 − Tn
p

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏞
A

[︄
d
h

LzρmCp

]︄
⏞ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄⏞

x

(5.36)

where ∇ is the Laplacian, y is an n × 1 matrix, x is a 2 × 1 matrix and A is an n × 2 matrix.

The system can be simplified as Y=Ax, where the ordinary mean square solution is given in

Eq. 5.37

x = (At(a)−1Aty (5.37)

where t denotes the transposed matrix.

This leads to the following system. To simplify the notation, the position p is not indicated.

[︄
d
h

LzρmCp

]︄
=M

⎡⎢⎢⎢⎢⎣ ∇T1∑︁ T̃T̃ − T̃1∑︁
∇TT̃ · · ·

T̃1∑︁
∇T∇T − ∇T1∑︁

∇TT̃ · · ·

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
△T1

△T2

...
△Tn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5.38)

where:

M =
1∑︁

∇T∇T
∑︁

T̃T̃ −
∑︁
∇TT̃

∑︁
∇TT̃

T̃t
= T0 − Tt

This leads to Eq. 5.39.

d =
∑︁
△T∇T

∑︁
T̃T̃ −

∑︁
△TT̃

∑︁
∇TT̃∑︁

∇T∇T
∑︁

T̃T̃ −
∑︁
∇TT̃

∑︁
∇TT̃

(5.39)

h
LzρmCp

=

∑︁
△TT̃

∑︁
∇T∇T −

∑︁
△T∇T

∑︁
∇TT̃∑︁

∇T∇T
∑︁

T̃T̃ −
∑︁
∇TT̃

∑︁
∇TT̃

(5.40)
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Note that the obtained equation is no longer dependent on time.

At this step, the correlations appear for different parameter pairs:

• Correlation between the Laplacian and the temporal derivative: C∇T,△T =
∑︁
∇T△T

√∑︁
∇T∇T

∑︁
△T△T

• Correlation between the Laplacian and convective losses: C∇T,h =
∑︁
∇TT̃

√∑︁
∇T∇T

∑︁
T̃T̃

• Correlation between the temporal derivative and convective losses: C∇T,h =
∑︁
△TT̃

√∑︁
△T△T

∑︁
T̃T̃

Consequently, Eq. 5.39 can be expressed as a function of the temporal derivative, the Laplacian

and three different correlation parameters, as expressed in Eq. 5.41.

d =

√︁∑︁
△T△T

∑︁
∇T∇TC∇T,△T

∑︁
T̃T̃∑︁

∇T∇T
∑︁

T̃T̃ (1 − C2
∇T,h)

−

√︁∑︁
△T△T

∑︁
T̃T̃C△T,h

√︁∑︁
∇T∇T

∑︁
T̃T̃C∇T,h∑︁

∇T∇T
∑︁

T̃T̃ (1 − C2
∇T,h)

d =

√︃∑︁
△T△T∑︁
∇T∇T

× Cglobal (5.41)

where

Cglobal =
C∇T,△T − C△T,hC∇T,h

1 − C2
∇T,h

(5.42)

Eq. 5.41 is the product of two terms. The first term is the definition of the absolute mean thermal

diffusivity over a specific time, and the second term is a global correlation criterion (Cglobal defined in

Eq. 5.42).

In the same manner, one can express the heat losses as follows.

h
LzρmCp

=

√︄∑︁
△T△T∑︁

T̃T̃
×

C△T,h − C∇T,△TC∇T,h

1 − C2
∇T,h

(5.43)

Finally, it is shown in the following section that when Cglobal ≈ 1, only thermal diffusion occurs;

thus, the thermal diffusivity can be estimated with Eq. 5.41. On the other hand, when Cglobal ≈ −1, a

heat source is active and can be estimated with Eq. 5.33. In this study, the development is performed

on the time window [1,n]. Nevertheless, the demonstration could be performed between m and m+n.

The sequence of this method is shown in Figure 5.6.
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Figure 5.6: Description of the inverse method based on the finite volume approach in 2D cases.
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Figure 5.7: Behaviour of the Cglobal function of (a) C∇T,△T, (b)C∇T,h and (c) C∇T,h.

5.4.1.2 Global correlation parameter study

In this section, Cglobal is studied according to the different correlations C∇T,△T, C∇T,h and C△T,h. The

following figure shows the evolution of Cglobal according to the different correlation parameters.

Analysis of these different graphs indicates that the global correlation parameter trends towards

±∞ when the correlation between the Laplacian and the heat losses (C∇T,h) trends towards ±1. In a

general manner, one can search for the spatio-temporal position where heat losses do not affect the

heat transfer: C∇T,h ≈ C∇T,h ≈ 0. Under these conditions, two characteristic cases are interesting. The

first is Cglobal ≈ 1, which corresponds to pure diffusion (without convective heat loss). The second is

Cglobal ≈ −1 with C△T,h ≈ C∇T,h ≈ 0, which corresponds to active heat sources. This is illustrated in

Figure 5.8.

This global correlation parameter integrates all aspects of heat transfer by including the correlation

C∇T,△T but also C∇T,h and C∇T,h. By combining these different correlations, Cglobal is more reliable than

the correlation between the Laplacian and the time derivative C∇T,△T because the latter correlation

does not consider heat losses.

5.4.1.3 Application on numerical data

The data used to validate the method is extracted from Section 5.3.1.1. Random white noise with a

standard deviation of 0.75 ◦C is added to the data to simulate experimental noise. For the computation

of Cglobal, a time window of 20 images is taken.

Based on the global correlation parameter (Cglobal), one can determine the ideal moment for

determining the thermal diffusivity of each pixel. Figure 5.9.a shows the mean thermal diffusivity

estimated on each pixel. Figure 5.9.b shows how much time the thermal diffusivity has been estimated
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Figure 5.8: Behaviour of the Cglobal function of (a) C∇T,△T, (b) C△T,h and (c) C∇T,h.

for each pixel. This estimation is made over 700 time windows of 20 frames each.

The following figures show the histogram of thermal diffusivity estimated over the course of the

simulation with a time window of 8 frames. A Gaussian repartition of the estimated diffusivity is

observed with a mean value of (9.7 × 10−5 m2s−1),

which is considered close to the true value of (9.9× 10−5 m2s−1). The observed standard deviation

is 1.7 × 10−4 m2s−1.

Figure 5.11.a illustrates the maximum estimated volumetric heat source over time, and Fig-

ure 5.11.b shows the estimated power of each letter from the MBDA logo and the total estimated

power as a function of time. One can observe the presence of noise for both spatial and temporal

estimations. The high sensitivity of the temporal derivative and the Laplacian to noise explains the

noise observed on these curves.

Finally, Figure 5.12 shows the relative error of the estimated power along the entire surface over

time. The relative error is quite low for the entire estimation, as some peaks are present when the

sources are switched on or off due to the time window introducing a delay on the estimation.
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Figure 5.9: Diffusivity estimation: (a) mean estimated thermal diffusivity and (b) number of thermal
diffusivity estimations.

Figure 5.10: Histogram of thermal diffusivity estimation.
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Figure 5.11: Volumetric heat source estimation: (a) maximum estimated volumetric heat source over
time and (b) estimated power of each character as a function of time.

Figure 5.12: Relative error of heat flux estimation.
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5.4.1.4 Conclusions regarding heat source estimation in 2D heat diffusion based on the FVM

In this section, a method previously developed by the I2M-TREFLE laboratory is implemented to

estimate volumetric heat sources in a 2D heat diffusion problem based on the FVM. Implementing

the global correlation parameter, which is derived from the inverse problem solution, improves the

joint estimation of the thermal diffusivity and the volumetric sources. Despite this advancement, no

criterion on the number of images used for calculating the correlation is found. This parameter is

therefore based on the experimenter’s experience.

Finally, we validate these methods on 2D applications. The following section is an attempt to use

the finite volume formalism for volumetric heat source estimation in 3D.

5.4.2 Towards a 3D estimation

Figure 5.13 shows the notation used for the spatial discretisation.

Figure 5.13: Illustration of a portion of the 3D grid used for discretisation.

Under these conditions, the resolution from Fourier’s law demonstrated in 2D with an explicit

scheme is presented in Section 5.3.2 and leads to Eq. 5.44 for 3D.
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Tt+△t
p = △t × d

[︃Tt
E + Tt

W − 2Tt
p

△x2 + f racTt
N + Tt

S − 2Tt
p△y2 +

Tt
F + Tt

B − 2Tt
p

△z2

]︃
+ Tt

p + △t ×
Qv(p, t)
ρm × Cp

(5.44)

Eq. 5.44 is valid for a given point of the mesh and can be generalised to determine all thermal

fields through matrix form (Eq. 5.45).

{Tt+△t
} = [D]{T}t +

△t
ρm × Cp

× {Qt
v} (5.45)

where [D] represents diffusion in an nx × ny × nz square matrix (nx, ny and nz represent the number

of points in the grid along the x, y and z directions, respectively), {T} is a vector (nx × ny × nz) that

contains the temperature and {Qv} is a vector (nx × ny × nz) that contains the volumetric sources of

each point of the grid. The exponent expresses the time step.

If the temperature at the initial time step (t = 0) is constant, one can express the temperature of

the time step t = m△t as described in Eq. 5.46.

{T̃t=△t
} =

△t
ρm × Cp

× {Qt=△t
v }

{T̃t=2△t
} = [D]{T̃t=△t

} +
△t

ρm × Cp
× {Qt=2△t

v } =
△t

ρm × Cp
×

[︃
{Qt=2△t

v } + [D]{Qt=△t
v }

]︃
...

{T̃t=(m+1)△t
} =

△t
ρm × Cp

×

m+1∑︂
n=1

[D]m+1−n
{Qt=n△t

v } (5.46)

where [I] is the identity matrix.

The complete temperature field as a function of time can thus be described as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{T̃t=△t
}

{T̃t=2△t
}

{T̃t=3△t
}

...

{T̃t=m△t
}

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄⏞
[T]

=
△t

ρm × Cp
×

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[I]

[D] [I]

[D]2 [D] [I]
...

. . .
. . .

. . .

[D]m
· · · [D]2 [D] [I]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏞
[M]

·

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{Qv˜
t=△t
}

{Qv˜
t=2△t
}

{Qv˜
t=3△t
}

...

{Qv˜
t=m△t

}

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏞
[Q]

(5.47)
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By inverting the system, one can express the volumetric source as [Q] = [M]−1[T].

Multiple aspects should be highlighted:

• The system is an nx×ny×nz×nt square. For the present example with a mm3 spatial discretisation

and a time discretisation of 100 Hz, this leads to the square matrix [M] containing 15, 000, 0002

elements.

• Accessing temperature measurements is not feasible for the whole sample, whereas the matrix

[T] includes temperature for the whole discretisation. Thus, to solve this problem, gradient-

based optimisation methods are not relevant.

• To solve this problem, the number of measurements must be greater than the number of sources.

Thus, a hypothesis on the location of the sources must be made.

• The time discretisation needed for the FVM is not necessary for the same temporal discretisation

of the experiment. A way to interpolate data must be identified.

Finally, considering the 3D problems presented in Section 5.3.1.2, by assuming a time discretisation

of 0.1 s, a spatial discretisation of 1 mm3 and heat sources only on the rear face, 300,000 unknowns

arise. Suppose that a minimisation algorithm manages to converge to a solution (which is already

complex and requires considerable time and computing resources). With such a large number of

unknowns, how can the solution found by a minimisation algorithm be verified as a global minimum

and not a local one?

All these difficulties and questions lead us to reconsider this method for determining the spatial

and temporal boundary conditions of 3D problems. Therefore, another method using the convolution

principle is described in the following section.

5.4.3 Conclusions regarding the FVM-based spatio-temporal heat flux estimation

In this section, the FVM coupled with the nodal approach is studied to estimate the heat sources

in thermal diffusion problems. The work done on the 2D thermal diffusion problem enables further

progress in the joint estimation of the heat sources and diffusivity. The global correlation criterion

allows convective losses to be considered and estimated as well.

159



5.5. DESCRIPTION OF THE INVERSE METHOD FOR THE QUANTITATIVE
SPATIAL AND TEMPORAL ESTIMATION OF AN EXCITATION FLUX - AN
ANALYTICAL APPROACH

It is shown that these approaches are also applicable to 3D heat transfer cases. However, no

validation is performed (even on numerical cases) due to the high computational cost.

5.5 Description of the inverse method for the quantitative spatial and
temporal estimation of an excitation flux - an analytical approach

This work is a direct continuation of a previous thesis carried out within the I2M-TREFLE team

by A. AOUALI [30] concerning 3D thermal-spectroscopic tomography for the study of a plasma torch

and the work by M. GROZ concerning the 3D reconstruction of volumetric heat sources [132].

5.5.1 Mathematical description of the inverse method for the time and space estimation
of heat flux

In this section, a description of the inverse method is provided, allowing the estimation of the

amplitude, the form and the temporal variation of surface heat flux.

The response of a thermal system can be described as the sum of the contributions from all heat

sources. This is illustrated in Figure 5.14, where a rectangular excitation is discretised as a sum

of Dirac excitation (Figure 5.14.a, and the thermal response of the system for both excitations is

illustrated in Figure 5.14.b. As observed in Figure 5.14.b, the thermogram obtained with successive

Dirac excitations corresponds to the thermogram obtained with rectangular excitations.

Figure 5.14: Decomposition of heat sources: (a) heat flux function of time and (b) thermal response
of the system.
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This illustration made on the temporal example also applies to spatial excitation. This reasoning

leads to the expression of the thermal response of a system as the spatio-temporal convolution between

the heat flux and the impulse response of the system (see Eq. 5.48).

T(x, y, z, t) = q̇(x, y, z, t) ⊛s,tH(x, y, z, t) (5.48)

where q̇(x, y, z, t) is the surface heat flux, ⊛s,t represents the spatio-temporal convolution (s,t) and

H(x, y, z, t) is the impulse response of the system.

In our case, the excitation is on the front surface (q̇(x, y, z = 0, t)), and the thermal measurement is

on the back surface (H(x, y, z = Lz, t)). Thus, Eq. 5.48 can be written as follows.

T(x, y, z = Lz, t) = q̇(x, y, z = 0, t) ⊛s,tH(x, y, z = Lz, t) (5.49)

In this equation, q̇(x, y, z, t) is searched for based on the temperature measurement (T(x, y, z = Lz, t)).

The difficulty is to change the convolution product into another mathematical operation so that the

equation can be inverted, allowing us to obtain the flux as a function of impulse response and

temperature.

The convolution of two functions can be written as the product of the Fourier transforms of the

functions. Thus, two spatial Fourier transforms are performed along the x- and y-axes by applying

the integral transform method [133, 126]. The temperature in Fourier space can therefore be written

as described in Eq. 5.50.

T(αn, βm, z = Lz, t) = q̇(αn, βm, z = 0, t) ⊛t H(αn, βm, z = Lz, t) (5.50)

where αn =
nπ
Lx

, n ∈N and βm =
Mπ
Ly

, M ∈N represent the spatial Fourier modes.

At this step, only the time convolution remains. A. AOUALI found an experimental solution where

the temporal form of the heat flux was known [30]. Instead of deconvoluting through the impulse

response, he deconvoluted through the step response, corresponding to the temporal form of the

flux. By doing so, he was able to spatially deconvolute the source with a Wiener filter. Unfortunately,

this assumption cannot be replicated in the present study because the absorbed flux depends on the

time-dependent surface condition of the sample. To overcome the temporal convolution, O. Toeplitz
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[134, 135] showed that the continuous temporal convolution can be approximated with the discrete

Toeplitz matrix described in Eq. 5.51.

[︂
H̃(αn, βm,Lz)

]︂
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H(αn, βm,Lz, t(1)) 0 0 0

H(αn, βm,Lz, t(2)) H(αn, βm,Lz, t(1)) 0 0
...

...
. . . 0

H(αn, βm,Lz, t(n)) H(αn, βm,Lz, t(n − 1)) · · · H(αn, βm,Lz, t(1))

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
{△t}

(5.51)

The matrix
[︂
H̃(αn, βm,Lz)

]︂
is squared, and its size is given by the number of images acquired

during the experimentation (nt). The vector {△t} contains the time steps during acquisition.

Based on Eqs. 5.50 and 5.51, the time variation of temperature for each of the modes as described

in Eq. 5.52 becomes:

{T(αn, βm, z = Lz)} = [H̃(αn, βm,Lz)]{q̇(αn, βm, z = 0)} (5.52)

where {T(αn, βm, z = Lz)} and {q̇(αn, βm, z = 0)} are vectors that contain discrete values with regard to

temperature (K) and heat flux q̇ in Fourier space (αn, βm, z = Lz) and (αn, βm, z = 0) for every time step.

Finally, the temporal variation in heat flux can be estimated in the Fourier domain through the

following equation:

{q̇(αn, βm, z = 0)} = [H̃(αn, βm,Lz)]−1
{T(αn, βm, z = Lz)} (5.53)

As described previously, inverse problems are known to be ill posed [136, 119, 114]. This is mainly

due to the instability of solutions during the inversion. Therefore, many regularisation methods are

used for improved system conditioning [137, 138, 139]. In the present study, Tikhonov regularisation

is applied during the temporal inversion [140, 141]. The regularisations and inversions are performed

in the Fourier space as described in Eq. 5.54.

{q̇(αn, βm, z = 0)} = [H̃
t
H̃ − νΓ]−1[H̃]t

{T(αn, βm, z = Lz)} (5.54)

where Γ is a temporal derivation matrix, ν is the regularisation coefficient [142, 143] and t is the

transposed matrix.
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Finally, once the spatio-temporal heat flux is completely identified in the Fourier space, two in-

verse transforms are performed to express it in real space. When the inverse transform is performed,

the identified heat flux must be a real value. If not, the parameters used for the computation of the im-

pulse response (boundary conditions/geometry/thermal properties) will not match the experimental

conditions.

5.5.2 Spatio-temporal heat flux estimation for 3D thermal conduction

5.5.2.1 Impulse response

The system of equations to be solved for calculating the impulse response is very similar to that

presented in Section 5.3.1.2, but the heat flux expression changes, as shown in Eq. 5.55.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρmCp
∂T(x, y, z, t)

∂t
= k
[︃∂2T(x, y, z, t)

∂x2 +
∂2T(x, y, z, t)
∂y2 +

∂2T(x, y, z, t)
∂z2

]︃
− k
∂T(x, y, z, t)
∂x

|x=0, Lx = 0

− k
∂T(x, y, z, t)
∂y

|y=0, Ly = 0

− k
∂T(x, y, z, t)
∂z

|z=0 = ∂(x) ∂(y) ∂(t)

− k
∂T(x, y, z, t)
∂z

|z=Lz = 0

T(x, y, z, t = 0) = 0

(5.55)

where ρm is the volumetric mass (kg · m−3), Cp is the specific heat (J · K−1
· kg−1), T(x, y, t) is the

temperature (K), k is the thermal conductivity (W ·m−1
· K−1) and ∂ is the Dirac function.

Once again, a double spatial (x,y) Fourier transform and a Laplace transform (t) are performed.

The temperature of the transformed space (Θ(αn, βm, z, p)) is described by Eq. 5.56

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Θ(αn, βm, z, p) = Ae
√

kz + Be−
√

kz

A =
e−2
√

kLz

√
k(e−2

√
kLz − 1)

B =
1

√
k(e−2

√
kLz − 1)

(5.56)

where k = p
d + α

2
n + β

2
m is the solution of the characteristic equation of Eq. 5.55.
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5.5.2.2 Application to the numerical 3D problem

As a reminder, the imposed heat flux follows the MBDA logo. Figure 5.15a shows the maximum

power delivered during the simulation, and Figure 5.15b shows the power of each letter as a function

of time. These are the shapes to be identified.

(a) Illustration of the heat flux spatial shape im-
posed on the front surface. (b) Illustration of the heat flux temporal shape.

Figure 5.15: Imposed heat flux description.

164



5.5. DESCRIPTION OF THE INVERSE METHOD FOR THE QUANTITATIVE
SPATIAL AND TEMPORAL ESTIMATION OF AN EXCITATION FLUX - AN
ANALYTICAL APPROACH

Figure 5.16 shows the maximum power obtained during the inversion. For high regularisation

factors (ν = 10−4), the identified power is essentially zero. When decreasing the regularisation, the

inversion becomes more accurate. For example, the blur of the logo becomes sharper, and the power

sources are perfectly identified for ν = 10−14. After this step, the Fourier modes tend to diverge.

Figure 5.16: Maximum identified power for different regularisation factors (ν).

Figure 5.17 shows the identified power for each letter of the logo and on the whole surface. The

temporal behaviour of the inversion is identical to the spatial behaviour. For high regularisation

factors (ν = 10−4), the identified power is essentially zero. As the regularisation coefficient decreases,

the applied temporal profile can be identified. This behaviour is true up to regularisation coefficients

of ν = 10−14, and further decreasing the coefficient causes the solution to diverge.
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Figure 5.17: Estimated power on each letter and over the total surface as a function of time.

Finally, by considering the spatial and temporal behaviour, the heat flux of the sample’s surface can

be estimated for regularisation coefficients between 10−8 and 10−16 with the best results for ν = 10−14.

The tests reveal that the calculation time needed for the inversion varies with the applied regular-

isation coefficient, as illustrated in Figure 5.18. There are two criteria for choosing the ν coefficient:
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– The parameter ν allows better matrix conditioning. Consequently, the best ν corresponds to the

lower computational times.

– The parameter ν restricts the third Hadamard condition and causes the solution to converge

to coherent results, despite data noise and measurement errors. In this case, proving that the

coefficient used is valid requires a presumption about the solution.

In the various numerical and experimental studies carried out during this thesis work, the best

regularisation coefficients often correspond to the shortest calculation times. In the current work, no

criterion is found for determining this coefficient without preconceptions of the solution. However,

the calculation time may be a clue for future work on this project.

Figure 5.18: Measured computational times as a function of the regularisation factor (ν).

5.5.2.3 Conclusions regarding analytical spatio-temporal heat flux estimation

In this section, a deconvolution method is developed to identify the heat flux boundary condition

of a 3D thermal diffusion problem. The method allows the estimation of the amplitude of the heat

flux, as well as its temporal and spatial behaviours.

The results of this method depend on the regularisation factor, which can be tuned. However,

there is often a preconception about the excitation form (spatial or temporal). Therefore, it is easier

to determine the ideal coefficient.

167



5.6. GENERAL CONCLUSIONS REGARDING HEAT FLUX ESTIMATION

The developed method is theoretically available for every 3D problem. However, some precau-

tions must be considered for spatio-temporal discretisation. As the mesh is refined, the sensitivity

obtained for each thermal source decreases. To overcome this issue, M. Groz [132] implemented

a Fourier criterion while reconstructing 3D volumetric heat sources in semi-infinite media. Time

constraints, which were strict for this project, precluded implementation of all the tools of interest.

5.6 General conclusions regarding heat flux estimation

In this chapter, numerical and analytical methods are developed to estimate the heat flux from

temperature fields. This estimation is a key step for MBDA, enabling quantification of the energy

absorbed by the sample during HEL illumination. This allows the energy efficiency of direct laser

energy weapons to be determined.

The methods developed in this chapter are based on Fourier’s law. Two inverse methods are

developed. The first is based on an approximate solution of the heat equation by applying the FVM.

This allows joint estimation of the thermal diffusivity and the absorbed flux. This method is based on

the implementation of a correlation criterion, allowing us to determine where and when the sources

are present. Although studies are carried out and validated for 2D diffusion cases, the computational

costs and the cumbersome nature of the systems are still obstacles to applying these techniques to 3D

cases. A second approach based on the analytical resolution of Fourier’s law and deconvolution

methods is developed to quantitatively determine the flux from temperature fields in 3D diffusion

cases.

Regarding a comparison of these two methods, the numerical method is easier to implement, but

the major drawback of this method lies in its sensitivity to noise. The global correlation criterion

helps decrease sensitivity to noise, but it may not be sufficient for all cases. On the other hand, the

analytical approach is more robust and allows 3D estimation. Nevertheless, the complexity of the

implementation and the computational times are more cumbersome.

Both methods are validated in complex numerical cases where the shape and amplitude of the

sources vary with time. This work provides the temperature fields used to find the heat flux of the

sources, which constitutes the contribution of Chapter 4.

Here, we apply different methods to quantify reflection (Chapter 3) and absorption (Chapter 5) in
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laser–matter interactions. Through the development of the different tools, we encounter difficulties

at each stage. It is now necessary to test these methods in specific cases of HEL–matter interaction.
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Application to multi-KW laser–material
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6.1. INTRODUCTION

6.1 Introduction

The methods developed in Chapters 3 and 5 allow complete characterisation of an HEL interaction

with a sample material in terms of reflection and absorption. The methods studied in Chapter 5 are

demonstrated on temperature fields extracted from numerical simulations. Prior to this work, the

temperature fields had never been investigated, even if noise was artificially added. The challenge

here is to further improve the experimental conditions of the set-up and to address the extreme

conditions under HEL illumination at the Vulnerability Test Facility (VTF).

In this chapter, 3 applied imaging methods are presented, including visible optical imaging

at different wavelengths, thermal imaging and thermo-reflectance. The first experimental set-up

utilising thermo-reflectance acquisitions is developed to study the dynamic BRDF behaviour of HEL–

material interactions in the visible - near-infrared spectral range. A second experimental set-up based

on ATR is used for temperature measurements in the far-infrared region during HEL illumination.

Finally, the skills acquired through optical imaging methods, image processing, experimental

set-ups, absolute temperature measurement and thermal inverse method allow quantitative spatio-

temporal heat flux estimation under HEL illumination.

6.2 Presentation of the VTF

The VTF is a laboratory shared between MBDA and ALPhANOV for studying laser–matter

interactions for representative HEL engagements (Figure 6.1). The VTF targets defence and civil

applications, such as welding and polishing on complex shapes [144].

It is a fully automatised experimental laboratory equipped with HEL sources manufactured by

IPG whose output power ranges from 0 to 10 kW at a wavelength of 1.07 µm.

The facility is equipped with four different laser heads:

• a scanner head (intelliWELD®), manufactured by Scanlab,

• an optical zoom, manufactured by Haas Laser Technologies,

• a top hat head, manufactured by Haas Laser Technologies, with a beam diameter of 10 mm, and

• a top hat head, manufactured by Haas Laser Technologies, with a beam diameter of 30 mm.

172



6.2. PRESENTATION OF THE VTF

The scanner head allows the laser beam to move at speeds up to 10 m · s−1 and is used to simulate

laser tracking of moving targets. The optical zoom enables spot sizes from 4 to 80 mm at a given

working distance and is used to study the impact of the spot diameter during HEL engagement. The

top hat heads are used to evaluate the HEL’s spatial shape.

The selected laser head is mounted on a 6-axis robot. Both the robot and the head are remotely

controlled to simulate representative engagement. The robot, the laser head and the instrumentation

are placed in a laser safety cabinet, as presented in Figure 6.1.

Figure 6.1: Experimental set-up for the characterisation of HEL radiation scattered from a solid
surface.

The entire instrument and the processing part (robot, laser, etc.) are linked to two dedicated PCs

that monitor the acquisition and control the laser process.
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6.3 Towards dynamic measurement of the BRDF

The presented section is the result of close collaboration between the following:

• The Optics & Lasers Technology Centre - ALPhANOV (Talence, FRANCE): M. POMMIES, C.

REGNAULT, E. CHALUMEAU

• The Materials, Processes and Surfaces Study and Research Laboratory team of the Carnot In-

terdisciplinary Laboratory of Bourgone (ICB-LERMPS, UMR CNRS 6303: Sevenans, FRANCE):

G. Darut and C. Verdy

• MBDA-France (Plessis-Robinsson, FRANCE): R. PEIFFER, M. TAILLANDIER, A. CARRARD-

DRAGHI and T. LAFARGUE-TALLET

• The Fluid Energy Transfers team of the Institute of Mechanics and Engineering (I2M-TREFLE,

UMR 5295 FRANCE): C. PRADERE, E. ABISSET-CHAVANNE and T. LAFARGUE-TALLET

In this collaboration, LERMPS oversaw realisation of Lambertian screens with high reflectivity and

resistance to high temperatures. ALPhANOV oversaw the optical characterisation of the LERMPS

Lambertian screens, as well as the implementation of the experimental set-up. MBDA-France, the

project leader, provided the funding. I2M-TREFLE was involved in the implementation of the

experimental set-up as well as the data processing.

6.3.1 Context

As seen in Chapter 3, the acquisition of BRDFs is often performed through gonioreflectometers to

collect reflected flux in all directions. This is not feasible for dynamic studies where the surface treat-

ment changes quickly due to phase changes, oxidation of the sample, etc. Thus, the implementation

of image-based BRDF measurement is once again adapted. Only a few reports on the measurement

of BRDFs for HEL interaction with matter are present in the literature. Those specific studies are often

focused on the computation of the nominal ocular hazard distance (NOHD), which is not the subject

of the present study.

In a previously described set-up (Chapter 3), all reflected energy is directly projected onto the

camera sensor by an off-axis parabolic mirror. Unfortunately, projecting the reflected beam directly

174



6.3. TOWARDS DYNAMIC MEASUREMENT OF THE BRDF

to the sensor cannot be applied for HELs because the camera sensor would be damaged. A method

that captures the BRDF without damaging the sensor is needed. A way to resolve this issue is to

image the scattered light onto a Lambertian screen to image the BRDF, thereby greatly diminishing

the amplitude of the reflected energy.

This method is an extension of previous studies where the reflective panels used were Lambertian

hemispheres imaged by a camera equipped with a fisheye objective [145, 49, 146]. Those studies were

developed in the early nineties by pioneered allowing BRDF acquisition in laboratory conditions

[14, 147, 148].

Then, researchers used this set-up to evaluate the ocular risks associated with HEL–matter inter-

action. Due to defence applications, this research is private, and few reports are available. However,

in 2007, D. Huantes et al. [149] quantified the reflective properties of an HEL. Based on both the

BRDF model and the experimental data, they developed a new approach that allows BRDF model

parameters to be determined to compute the NOHD. In 2007, J-F. Daigle et al. [150] proposed a new

approach to evaluate the NOHD based on experimental measurements. This novel approach is an

innovative way of questioning the classic computation methods for NOHDs. In 2015, Sabatini et al.

[151] realised a complete study of technologies enabling the design and operation of airborne laser

sensors and introduced a detailed review of state-of-the-art avionic systems for civil and military ap-

plications. That manuscript has a dedicated part for NOHD computation including the consideration

for factors of importance in ground-air engagements and Lambertian reflections.

Additionally, those studies were performed in ideal laboratory conditions where the incident

beam diameter was on the scale of tens of micrometres, far from the representative beam diameter

considered in the present study of 30 mm. Consequently, a study was conducted at the VTF to

quantify the reflective behaviour of HEL–matter interaction.

The global architecture of the experimental set-up is described. Then, calibration is performed

to identify the link between the optical flux and the camera response. Next, the link between image

coordinates and the BRDF coordinates is shown. Finally, the results are presented for different laser

head configurations.
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6.3.2 Presentation of the experimental set-up

Figure 6.2 shows the set-up used in this study. It is composed of a laser head, a reflective panel

(considered Lambertian), a sample imaging system, a system to quantify the perforation time (drilling

time) and two cameras that are used to image the laser reflection.

In this section, two laser heads are used: the first is an optical zoom with a Gaussian beam output

of 30 mm, and the second is a top-hat beam with an output of 30 mm. Both laser heads are used

separately but with the same orientation to the sample.

The sample imaging system is composed of an 810 nm pulsed laser (called Cavilux) and two

cameras. Both cameras have a bandpass filter centred on the Cavilux wavelength to isolate the

Cavilux for imaging. This allows undesired reflections from the HEL to be avoided.

Two other cameras are used to image the reflective panel. They are equipped with a bandpass

filter to observe only the HEL. One camera (number 9 in Figure 6.2) is normal to the panel, and the

other is set back to observe the whole panel (number 10 in Figure 6.2). A hole in the middle of the

reflective panel allows the laser beam to pass through.

In this study, the laser output power is continuously set at 4000 W. The samples used measure

100 mm × 100 mm × 5 mm and are made of 304L steel. The surface finish is obtained by lapping,

and the surface roughness obtained is 0.8 µm.

6.3.3 Data acquired during the trials

Before further describing the analysis of this first measurement, it is important to describe the

mechanism occurring during HEL–matter interaction. A major parameter in this interaction is the

irradiance (or power density, denoted by q̇, W ·m−2) that illuminates the sample surface. Comparison

of different laser spot shapes indicates that the incident laser’s spatial distribution varies, while its

power is unchanged. Both top hat and Gaussian beams are illustrated in Figure 6.3.

Remark: The diameter measurement of a Gaussian beam is given by the norm D4σ. This norm

defines the diameter of the beam (D) as 4 times the standard deviation of the Gaussian (D = 4σ).

As shown in Figure 6.3, the local maximum of the Gaussian beam is 2 times that of the top hat

when the diameter is held constant. This variation introduces temperature fields that are completely

different for both cases. Consequently, the appearance and growth of the molten area also changes.
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Figure 6.2: Experimental set-up for the characterisation of HEL radiation scattered from a solid
surface.
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Figure 6.3: Numerical illustration of the incident power density for a laser power of 4 kW and a beam
diameter of 30 mm (numerical data): (a) Gaussian beam and (b) top hat beam.

These variations are illustrated in Figure 6.4.

The molten area under Gaussian illumination appears shiny and smooth; in contrast, under top

hat illumination, the surface condition of the molten area develops a crust, which may be due to

oxidation.
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Figure 6.4: Sample behaviour at different time steps under top hat and Gaussian illumination.
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From these images, one can already assume that the reflection shape is different between both laser

heads. Figure 6.5 shows images of the Lambertian screen at different time steps of the experimentation

for the Gaussian and top hat laser heads. When the laser beam is Gaussian, the reflections are mainly

specular. The preferred direction moves vertically and is followed by a cone-shaped reflection. The

specular aspect is attributed to the smoothness of the molten zone, and the vertical movement is likely

due to the curvature of the droplet. On the other hand, the reflection of the top hat laser seems more

diffused at the beginning of the experimentation and changes over the course of experimentation.

Towards the end of the film, one can observe a bright spot appearing near the centre of the screen.

The last picture reveals several aligned reflections, which are attributed to undesired reflection inside

the camera objective.

It is important to use pixels located on the Lambertian panel. Consequently, pixels located

outside this later as well as those corresponding to the hole inside are not considered, as illustrated

in Figure 6.6, which shows the spatial filter used. The corresponding pixel size in this configuration

is 0.5 mm2.

Up to this point, the complete set-up including the acquisition steps and the raw generated data is

presented. However, there are still multiple steps required to obtain a dynamic BRDF measurement

from these data. The first step is to identify the camera response to the incident reference beam with

a calibration. Then, each pixel in the image must be assigned to a reflection direction (θr and ϕr) and

an associated solid angle. These multiple steps finally allow us to obtain the dynamic BRDF. This

process is explained in the following section.
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Figure 6.5: BRDF behaviour at different time steps under top hat and Gaussian illumination.
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Figure 6.6: Spatial filter used during data processing: blue corresponds to pixels outside the panel,
and yellow corresponds to pixels inside the panel.

6.3.4 Measurement of the incident beam

To identify the camera’s response to the incident beam, calibration is performed. To begin the

calibration, the sample is replaced with a perfect mirror (Figure 6.7). This mirror has the same

orientation and location as the sample’s surface. This allows a link between the luminous flux (W)

and the camera response to be determined. However, delivering the same laser power as the trials is

not ideal, as the Lambertian screen may be damaged. Thus, the power output is reduced, requiring

the integration times (ITs) of the camera to be adjusted. The interpolation law of the camera transfer

function must be identified to complete the calibration, as the luminous flux and the IT are both

dependent on it.

The camera response is a linear function of the IT and a linear function of the luminous flux. Thus,

those parameters must be identified, which requires a three-step process.

First, the camera response for multiple laser output powers must be measured. For each laser

output power, multiple measurements are recorded for multiple ITs. Figure 6.8 shows a typical image

acquired during this process. Pixels surrounding the Lambertian panel are not considered. The centre

of the spot is considered normal to the sample. It is represented by a red dot in Figure 6.8.
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Figure 6.7: Experimental set-up developed to calibrate the incident beam.

Figure 6.8: Typical image acquired during the calibration process.

Second, for each combination of IT and laser power, images are captured with and without

illumination for background subtraction. Then, discrete integration of the DL is performed for the

entire image. Figure 6.9 shows the integration results as a function of laser power for each acquired
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IT with camera number 9 identified from Figure 6.7. The integrated image is linearly dependent on

the laser output, allowing an IT-dependent slope coefficient to be determined.

Figure 6.9: Experimental curves of image discrete integration as a function of laser power for multiple
ITs.

Consequently, the camera transfer function can be written as:

S(q) = a(IT) × q + b(IT) (6.1)

where S is the camera output signal (DL), q is the laser power and parameters a and b describe the

linear fit.

The following figure describes the slope coefficient (Figure 6.10a) and the intercept function

(Figure 6.10b) of the IT. The intercept is always null (B = 0), whereas the slope coefficient has a linear

dependency on the IT: A(IT) = a × IT + b. Consequently, one can fit parameters a and b.

Consequently, the camera transfer function can be written as:

S(q) = [a × IT + b] × q (6.2)

where a ≈ 15.6 and b ≈ 3000.

Figure 6.11 shows the projection of the identified parameter on the initial data.
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(a) Slope coefficient function of the IT. (b) Intercept function of the IT.

Figure 6.10: Fitting of the slope coefficient and intercept.

Figure 6.11: Projection of the identified fit atop the experimental data.

Finally, based on Eq. 6.2, the reflected flux on each pixel (p) of the Lambertian screen can be

expressed as follows:

q(p) =
S(p)

a × IT + b
(6.3)

185



6.3. TOWARDS DYNAMIC MEASUREMENT OF THE BRDF

In this process, the following hypotheses are proposed:

• The linear trend of the IT calibration is assumed to extend past the ITs used in the calibration
process. The IT used during the calibration is lower than the IT used during the experi-
mentation; therefore, it is necessary to extrapolate and assume that the linear trend remains
(ITcalibration < 500 µs vs. ITexperimentation > 1000 µs).

• The reflective panel is assumed to be a perfect Lambertian screen; the reflectance is the same
in any given direction and for every point of the screen.

Note that only the laser output power, the ITs and the sample (replaced by the mirror) change from
calibration to experimental settings. The camera aperture, location, etc., remain the same.

6.3.5 From pixel-based acquisition to dynamic BRDF-based images

In this section, the position of each pixel in the image is linked to its 3D position in the experiment

(θ and ϕ) and the corresponding solid angle.

At this step, the polar (θ) and azimuthal (ϕ) angles are searched for. They are normally defined in

relation to the sample’s normal surface, which is not easily accessible in this configuration. Instead of

the normal direction, the centre of the beam during the calibration is used (Figure 6.8). The camera’s

location is assumed to correspond to the centre of the incident beam, illuminating the sample’s surface,

as illustrated in Figure 6.12. In reality, the camera is 155 mm higher (y direction in Figure 6.12).

Based on the screen location, the pixel size and the 3D coordinates of each pixel, one can compute

the polar (θr) and azimuthal (ϕr) angles. Angles θr and ϕr are illustrated in Figure 6.13a and

Figure 6.13b, respectively. Additionally, one can compute the solid angle of each pixel illustrated in

Figure 6.14 (results are shown for camera number 9). The white pixels extend past the Lambertian

screen.

6.3.6 Dynamic BRDF measurements

The dynamic BRDF can be calculated using the polar angle, azimuthal angle, computed solid

angle, calibration and images. The results are shown for both top hat and Gaussian illumination

(Figure 6.15). For the top hat illumination, the obtained BRDF is nearly homogeneous at the beginning

of acquisition, and at the end of acquisition, a bright spot appears. On the other hand, under Gaussian

illumination, the BRDFs are specular and exhibit a peak over the course of the experiment. Note

that the measured BRDFs for the top hat illumination are approximately one twentieth of the BRDFs
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Figure 6.12: Considered geometry for identifying the pixel location and the corresponding to the
solid angle

obtained with Gaussian illumination.
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(a) Measured polar angle (θ). (b) Measured azimuthal angle (ϕ).

Figure 6.13: Illustration of measured polar coordinates.

Figure 6.14: Measured solid angle cartography.
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Figure 6.15: Measured BRDFs with top hat illumination (time step t=1.8, t=2, t=5 s) and Gaussian
illumination (time step t=0.3, t=0.7, t=0.9 and t=1.4 s).
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6.3.7 Summary of dynamic BRDF measurement

In conclusion, the radiative balance characterisation between reflected and absorbed radiative

LASER energy and the quantification of the reflected part are of the utmost importance.

In this study, a complete work bench is developed. This set-up is a work in progress and has

many avenues for optimisation. First, all results depend on the shape of the screen’s BRDF, which

is considered Lambertian based on our results. Second, the complex set-up (number of instruments,

spectral filters, synchronisation, etc. ), the amount of data generated by the trials (10 GB), and the

number of steps needed to obtain the final results make measurements quite difficult. Above all,

the luminous flux delivered by the laser requires special attention to avoid saturating the various

instruments.

Despite these difficulties, the methods developed in this study allow quantitative measurement

of dynamic image-based BRDF under HEL illumination. This set-up has shown good results and

highlights BRDF differences for different illumination shapes (top hat/Gaussian). The HEL–matter

interaction’s BRDF is of the utmost importance for defence applications to estimate eye safety.
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6.4 Application of ATR for dynamic cases

6.4.1 Introduction

In this section, ATR is used to determine a material’s absolute temperature during its interaction

with an HEL without knowing the material’s surface emissivity. The method presented in Chapter

4 is applied under extreme conditions, and the front face of the sample changes phase from solid to

liquid as the surface is melted by the laser.

The robustness of the method is proven for two cases. First, the method is evaluated under

extreme conditions involving the sample’s phase change, and second, the sample has a particularly

low emissivity to complicate the studied case.

6.4.2 Experimental set-up and sample description

As a reminder, the complete set-up used to measure the normal radiative intensity leaving a

sample is described in Figure 6.16. The experimental bench is composed of a multi-spectral black

body source (1, CN-MT, Prisma Instrument) whose temperature range extends from 20 °C to 400 °C.

In this study, the temperature set point is 400 °C. A chopper (2) is used to modulate the intensity

of the beam in lock-in mode. Typically, the frequency modulation ( fBB) is set to 60 Hz, whereas the

camera frequency acquisition ( facq) is set to double this value. A pair of parabolic mirrors (3 and 4) is

used as an optical doublet to image a plane of the black body cavity onto the sample plane. The black

body cavity is imaged on the sample’s imaging plane with a magnification of 2. The first parabolic

mirror (3) is a 15° gold-coated OAPM with a focal length of 645, 92 mm, whereas mirror (4) is a 15°

OAPM with a focal length of 542, 92 mm and a silver coating. The IR camera (5, model A6753sc SLS)

is synchronised with the optical chopper: facq = 2 fBB. It has a SLS sensor (7, 5 µm −11 µm ) with a

pixel area of 640 × 512 equipped with a 50 mm focal lens. The beam splitter (6) (50% transmissivity,

50% reflectivity) is used both to normally illuminate the sample and to record the normal radiative

intensity leaving the sample with the IR camera. A motorised rail (8) allows linear motion of the

reference mirror (9) and the sample (10). Both are mounted with particular attention to coplanar

alignment normal to the camera and beam axis.
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Figure 6.16: Schematic representation of the experimental set-up.

The studied material is an aluminium cylinder with a diameter of 10 cm and a thickness of 5 cm.

The front face is painted black to absorb the laser. The rear face is hand polished to observe specular

reflections. The surface roughness is measured with an optical profilometer, and the mean measured

Sa is approximately 0.98 µm. After the polishing process, half of the rear face of the sample is painted

black.

Figure 6.17 shows surface topography measurements on the sample from the profilometer. Fig-

ure6.18.a shows the rear face of the sample after polishing and before the trial, Figure 6.18.b shows

the rear face of the sample after the trial, Figure 6.18.c shows the front face before the trial, and

Figure 6.18.d shows the same face after the trial.
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Figure 6.17: Surface roughness measurements.

Figure 6.18: Sample presentation: (a) rear face after polishing and before the trial, (b) rear face after
the trial, (c) front face before the trial and (d) front face after the trial.

6.4.3 Method reminders

Considering a transparent atmosphere, an opaque surface, specular reflections and a normal

angle of view, the input radiation of any thermal camera (q̇l) can be described as in Eq. 6.4. The

integral represents the angular and spectral integers of the camera sensor and objective. The first

term describes the emission part of the signal, and the second term represents the reflected part of

the signal.

q̇l
(︂
T(x⃗),⊥

)︂
=

∫︂
∆Ω⊥

dω⃗r

∫︂ λ2

λ1

(︃[︂
1 − ρ⊥F (T(x⃗), λ)

]︂
Ib(T(x⃗), λ) + ρ⊥F (T(x⃗), λ)I⊥scn

)︃
dλ (6.4)

where T(x⃗) is the temperature (K) at point x⃗, Ω is the solid angle (sr), ρ⊥F is the Fresnel bidirectional

reflection normal to the sample (-), Ib represents Planck’s law (W ·m−3
· sr−1), I⊥scn represents the nearby
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surrounding sources to the normal of the sample (W ·m−3
· sr−1) and λ is the wavelength (m).

The goal of the ATR method is to identify T(x⃗) from the radiometric model of Eq. 6.4. To achieve

this goal, the proposed method includes 6 steps:

1. Determine a black body calibration method to link
∫︁ ∫︁

Ib

(︂
T(x⃗),⊥, λ

)︂
dλdω⃗r to T(x⃗),

2. acquire a raw image of the sample: q̇s,1

(︂
T(x⃗),⊥

)︂
,

3. estimate the scene’s reflection on the sample:
∫︁ ∫︁
τbs Iscndλdω⃗r,

4. estimate the sample’s normal–normal reflectivity: ρ⊥F,s,

5. compute the sample’s transmitted black body emittance: q̇b
s , and

6. infer the sample’s true temperature from its emissivity and black body calibration.

For the first step, the reader can refer to the work of Burggraff et al. [86]. The second step is

the acquisition of q̇l from the raw image produced by the IR camera. In the third step, the radiative

contribution (Iscn) of reflections from the surroundings is estimated. Since the sample is assumed to be

specular, we introduce q̇m,1, which corresponds to the pixel-based camera response when the chopper

is in the closed position (Figure 6.16) when imaging the reference mirror. Here, we take advantage of

the high reflectivity of the mirror (ρ⊥F,m ≈ 1); thus, the thermal part is neglected. As Iscn is considered

constant, this operation is performed only at the beginning of the experiment. For q̇m,1, the reference

mirror has to be placed in the exact same position and orientation as the sample. For the fourth step,

we introduce q̇m,2, q̇s,1 and q̇s,2, which correspond to the pixel-based camera response during the open

(2) or closed (1) chopper positions when imaging the reference mirror (s) or the sample (m). The

ratio between these two parameters is used to evaluate the specular normal–normal reflectivity of

the sample (ρ⊥F,s) as described in Eq. 6.5. This ratio corresponds to the averaged sample reflectivity

weighted by the radiative intensity of the black body source and is denoted by ρ̃⊥F,s.

q̇s,2 − q̇s,1

q̇m,2 − q̇m,1
=

∫︁ λ2

λ1
τbs ρ

⊥

F,s

(︂
T(x⃗), λ

)︂
IBB dλ∫︁ λ2

λ1
τbsIBB dλ

= ρ̃⊥F,s
(︂
T(x⃗)
)︂

(6.5)

To achieve the fifth step, the radiometric equation (Eq. 4.23) needs to be solved. As a result, the

black body radiative intensity of the sample is obtained (see Eq. 6.6).
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q̇b
s =

q̇s,1

(︂
T(x⃗),⊥

)︂
− ρ̃⊥F,s

(︂
T(x⃗)
)︂
q̇m,1

1 − ρ̃⊥F,s
(︂
T(x⃗)
)︂ (6.6)

The last step makes use of the first and fifth steps to obtain the absolute temperature.

Remark: The measurement of q̇m,1 and q̇m,2 is performed only once, as the surrounding contribution

and the illumination beam are considered constant. The measurement of q̇s,1 and q̇s,2 as the temper-

ature is increased to 400 °C and the frequency of the chopper and the camera lead to a succession of

quasistatic cases.

6.4.4 Application of the ATR method during 4 kW continuous laser–material interaction

Choosing the camera IT is a key step of the experiment. In fact, the camera’s dynamic range is

coded with 14 bits, so it has a maximum DL of 16,000. Nevertheless, the camera sensor is not reliable

below 2,000 DL or above 12,000; therefore, it is mandatory to work between those limits. In addition

to the high-temperature shift (and therefore the DL) of the sample as it is heated by the laser, we

must also take into account the reflected beam intensity. Thus, with regard to the calibration curves

presented in Figure 6.19, the IT selected for this trial campaign is 0.03 ms.

Figure 6.19: Camera calibration curves for multiple ITs.

The calibration is performed at the beginning of the experiment. At the chosen IT, the camera

response is not sensitive to the ambient temperature, and a specific calibration [16] procedure is
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performed for q̇m,1. As the DL is assumed to be a linear function for each IT, multiple acquisitions

at over many ITs are obtained to determine the linear dependency with great sensitivity. This linear

assumption is then fitted to project those measurements to lower ITs used for sample measurements.

A fit is performed considering each pixel for different IT values (e.g., 0.1, 0.15, 0.2 and 0.2501 ms). The

obtained images with the open chopper (q̇m,1), closed chopper (q̇m,2), and the difference (q̇m,2 − q̇m,1)

are given in Figure 6.20.a, 6.20.b, and 6.20.c, respectively.

Figure 6.20: Calibration for (a) q̇s,1, (b) q̇s,2 and (c) q̇s,2 − q̇s,1.

Table 6.1 shows the image correction process at different time steps. The reflectivity on the polished

part is approximately 0.93 (-), whereas the reflectivity of the black painted section is approximately

null. The correction is performed on a disk with a radius of 2 cm. As shown in the last row

of Figure 6.1, the ATR method corrects the gap between the polished and painted sections of the

cylinder. This appears to be a more realistic case for measuring the temperature.
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Table 6.1: Steps of the ATR method for multiple experimental times.

Figure 6.21.a shows the measured reflectivity field at the end of the experiment and highlights

the 4 pixels from which the temporal plots in Figure 6.21.b are drawn. Two pixels are extracted from

the polished part (X1 and X2), one pixel is extracted from the painted part where the correction is
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performed (X3), and the last pixel is extracted from the painted part where the correction cannot be

done (X4). Figure 6.21.b shows the reflectivity temporal measurements for each point. There is no

variation for points X1, X2 and X4. Nevertheless, the reflectivity for point X3 increases in the last

thirteen seconds of the experiment.

Figure 6.21: Measured reflectivity: (a) reflectivity field measured at the beginning, (b) temporal plot
of reflectivity for different pixels.

Figure 6.22.a and 6.22.b and Figure 6.22.c and 6.22.d show the temporal and spatial variations

in the measured raw DL and the corrected DL, respectively. As shown in Figure 6.22.a, point X3

is mismatched with point X4 at the end of the curves. The hump at point X3 can be explained by

thermal expansion of the sample. Therefore, the pixel does not appear to represent the same physical

position on the sample during the experiments. Moreover, as the paint is not perfectly homogeneous

(Figures 6.18 and 6.22), the reflectivity can vary. This could also explain the hump on the reflectivity

curves (Figure 6.21). Moreover, the measured DLs on X1 and X2 appear low in comparison to

those of X3 and X4 before the correction. After the ATR method is applied (Figure 6.22.b), all

points of the surface follow the same increase in DL. The variation in each curve is attributed to

noise. Figure 6.22.c and 6.22.d represent the raw and the corrected DL fields at the end of the laser

illumination, respectively. The vertical lines on the painted part in Figure 6.22.c are again attributed

to uneven paint coatings. In Figure 6.22.d, the gap between the painted and polished parts is filled

after the ATR method is applied.

Finally, using the calibration curves presented in Figure 6.19 and the corrected proper emission
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Figure 6.22: DL correction: (a) temporal plot of the raw DL, (b) temporal plot of the corrected DL, (c)
last image of the raw DL, (d) last image of the corrected DL.

field presented in Figure 6.22, the absolute temperature field can be obtained. Figure 6.23 shows the

temporal plot of temperature measurements before (Figure 6.23.a) and after (Figure 6.23.b) correction.

As observed in Figure 6.22.a, the DLs of the first two points do not exceed 2200, as they are near

the lower limits of the calibration, and the measured temperatures at this point do not change in

Figure 6.23. Nevertheless, one can observe a temperature increase greater than 400 °C at the pixels

pertaining to the painted surface. This phenomenon includes completely incorrect temperature fields.

On the other hand, using the corrected DL (Figure 6.22.b), the obtained temperature after applying

the correction is coherent. Figure 6.23.c and 6.23.d show the measured temperature field without

and with the emissivity corrections, respectively. As can be observed in Figure 6.23.d, the obtained

temperature for the polished part is nearly the same as for the painted part.

By taking point X4 as a reference, the error from the utilisation of the ATR method can be obtained

(Figure 6.24). In doing so, one can consider that all points have the same temperature during the

experiment.
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Figure 6.23: DL correction: (a) temporal plot of apparent temperature, (b) temporal plot of corrected
temperature, (c) last image of the apparent temperature, (d) last image of the corrected temperature.

Figure 6.24.a shows that points X1 and X2 are superimposed. The error before the temperature

increase is low because of the radiative equilibrium between emissivity and reflections presented in

Section 4.7.3. Then, once the contribution from emissions exceeds that of the reflections, the error

increases.

Figure 6.24.b shows the DL error with the application of the ATR method. Here, points X1 and

X2 do not overlap as they do without the correction applied. Point X1 has a higher mean error than

Point X2. Through comparison of Figures 6.22 and 6.23, and considering that point X1 is closer to the

heat source than other points, the point may not undergo the exact same temporal variations that the

other points do. The hump at point X3 then decreases from 10 to 3%.

Figure 6.24.c shows the error in the temperature without corrections. Figure 6.24.d shows the

temperature error after corrections are applied. The error for point X1 displays a positive peak at the

beginning of the experiment. Point X2 is slightly underestimated during the experiment and has a

maximum error of 8%. The maximum error of point X3 goes from 4% before correction to 2% after

correction, which is under the calibration error. This quantity must be compared to the calibration
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Figure 6.24: Error obtain though the application of ATR method: (a) DL error without correction,
(b) DL error with correction, (c) temperature error without correction, (d) temperature error with
correction.

precision, which is estimated to be ±2.5%.

6.4.5 Summary of ATR temperature measurement during HEL illumination

The ATR method is tested to measure the absolute temperature under extreme conditions. The

measured spatial emissivity displays heterogeneity, as it varies from 0.05 to 0.95 - almost the entire

range of variation for the emissivity. Measuring the temperature under these conditions is extremely

complicated. The two major difficulties in this case are as follows:

• The extreme thermal conditions involve a change from ambient temperature to 400 °C on the

rear surface of the sample and a much larger range on the front face, which is not analysed.

The thermal expansion of the material tends to disrupt the optical alignment necessary for the

method.

• The high reflectivity of the sample means that 95% of the signal must be subtracted to remove
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reflections. Then, to correct the emissivity, the remaining signal is divided by the emissivity,

which corresponds here to a 20-fold change in the measured signal. It is important to highlight

that an error of 1% for the reflectivity is negligible during the reflection subtraction (30 DL

from 1500 DL in this case). However, an error of 1% is much more sensitive to division when

changing the multiplier from 20 to 25.

Despite the experimental difficulties, the obtained temperature fields are relevant, and the ATR

method shows good results for this case. Finally, despite the high temperature measured during the

experiment, consideration of the reflections is essential to obtain the absolute temperature for this

studied case.
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6.5 Heat flux measurement during HEL material interaction

In this section, the heat flux absorbed by the sample is determined through quantitative thermal

imaging. This is one major interest for MBDA and the motivation behind this thesis. Accurately

identifying the flux absorbed by the sample during the laser–matter interaction is challenging. Our

attempt to quantify the heat flux utilises the inverse method described in Chapter 5.5 and is used in

an extremely complex case.

One of the issues during heat flux measurement is measurement precision. The precision falls

drastically while working on high-power sources. The power meter (Gentec (Pronto-10K)) used to

monitor the output of the laser beam has a ±5% uncertainty. The power meter’s measured values are

used as a point of comparison to the data presented later.

6.5.1 Reminders regarding the inverse method

As described previously (Chapter 5.5), the temperature field of any sample in thermal diffusion

problems corresponds to the spatio-temporal convolution between the heat flux (q̇(x, y, z = 0, t)) and

the impulse response of the system (H(x, y, z = Lz, t)), as presented in Eq. 6.7. To match the experi-

mental set-up, the excitation is on the front face (q̇(x, y, z = 0, t)), and measurements are performed

on the back face (H(x, y, z = Lz, t)). Thus, Eq. 5.48 can be written as follows. 6.7.

T(x, y, z = lz, t) = q̇(x, y, z = 0, t) ⊛s,tH(x, y, z = Lz, t) (6.7)

where ∗s,t represents the spatio-temporal convolution (s,t).

In this equation, one seeks to identify q̇(x, y, z, t) based on temperature measurements (T(x, y, z =

lz, t)). To change the spatio-temporal convolution, two spatial Fourier transforms are performed along

the x- and y-axes (by applying the integral transform method [133, 126]), and the impulse response is

replaced by a Toeplitz matrix, as presented in the following equation.

{T(αn, βm, z = Lz)} = [H̃(αn, βm,Lz)]{q̇(αn, βm, z = 0)} (6.8)

where αn =
nπ
Lx , n ∈ N, βm =

Mπ
Ly , M ∈ N represents the spatial Fourier modes and

[︂
H̃(αn, βm,Lz)

]︂
is

the Toeplitz matrix of the impulse response.

203



6.5. HEAT FLUX MEASUREMENT DURING HEL MATERIAL INTERACTION

Finally, the temporal variation in the heat flux can be estimated in the Fourier space by the

following equation:

{q̇(αn, βm, z = 0)} = [H̃
t
H̃ − νΓ]−1[H̃]t

{T(αn, βm, z = Lz)} (6.9)

where Γ is a temporal derivation matrix, ν is the regularisation coefficient [142, 143] and the exponent

t represents the transpose matrix.

Finally, once the spatio-temporal heat flux is completely identified in the Fourier space, two

inverse transforms are performed to express it in the real space. Specific attention must be paid at

this step. The impulse response [H̃] is obtained by applying Fourier’s law of thermal diffusion to the

system. To solve this equation, the integral transform method is used with respect to the boundary

conditions of the sample. In this study, only the heat flux is considered, and it is assumed that all

other faces of the sample are insulated. By doing so, the obtained solution includes only the real

components remaining from the Fourier transform. Thus, only the real part of the inverse Fourier

transform on q̇(αn, βm, z = 0) is kept.

6.5.2 Modelling the heat transfer

To use the method presented in Chapter 5.5, an impulse response of the system must be com-

puted. This is the objective of this section. The HEL material interaction implies a large increase in

temperature, which leads to the emergence of the liquid phase. Due to the thermal gradient inside

of the melted part, some convection and the Marangoni effect [152, 153] are expected to appear. At

this stage, the surface tension holds the melted area in place, and the gravity force causes a droplet

to form and fall off the sample. This entire phenomenon occurs simultaneously with oxidation and

corrosion due to the high temperature of the material. The more complex the model becomes, the

more parameters and associated assumptions are incorporated, thereby increasing the computation

time as well. All these phenomena that consume energy are negligible in comparison to the major

unknown parameter in this study: the absorption of the material. For those reasons, the experimental

and numerical cases do not incorporate fusion, as illustrated in Figure 6.25.

Based on this assumption, the thermal model can be written as follows:
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Figure 6.25: Thermal problem positioning.
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ρvCp
∂T(x, y, z, t)

∂t
= k
[︃∂2T(x, y, z, t)

∂x2 +
∂2T(x, y, z, t)
∂y2 +

∂2T(x, y, z, t)
∂z2

]︃
− k
∂T(x, y, z, t)
∂x

|x=0 = −hc

[︃
T(x = 0, y, z, t) − Tout

]︃
− εσ
[︃
T(x = 0, y, z, t)4

− T4
out

]︃
− k
∂T(x, y, z, t)
∂x

|x=Lx = hc

[︃
T(x = Lx, y, z, t) − Tout

]︃
+ εσ
[︃
T(x = Lx, y, z, t)4

− T4
out

]︃
− k
∂T(x, y, z, t)
∂y

|y=0 = −hc

[︃
T(x, y = 0, z, t) − Tout

]︃
− εσ
[︃
T(x, y = 0, z, t)4

− T4
out

]︃
− k
∂T(x, y, z, t)
∂y

|y=Ly = hc

[︃
T(x, y = Ly, z, t) − Tout

]︃
+ εσ
[︃
T(x, y = Ly, z, t)4

− T4
out

]︃
− k
∂T(x, y, z, t)
∂z

|z=0 = −hc

[︃
T(x, y, z = 0, t) − Tout

]︃
− εσ
[︃
T(x, y, z = 0, t)4

− T4
out

]︃
+ q̇(x, y, t)

− k
∂T(x, y, z, t)
∂z

|z=Lz = hc

[︃
T(x, y, z = Lz, t) − Tout

]︃
+ εσ
[︃
T(x, y, z = Lz, t)4

− T4
out

]︃
T(x, y, z, t = 0) = 0

(6.10)

where:

– ρv is the density (kg ·m−3),

– Cp is the thermal capacity (J · kg−1
· K−1),

– k is the thermal conductivity (W ·m−1
· K−1),

– T the temperature (k)

– hc is the heat transfer coefficient (W ·m−2
· K−1),

– ε is the total emissivity (-),

– σ ≈ 5.670 × 10−8 W ·m−2
· K−4 is the Stefan–Boltzmann constant (see Section 2.7),

– q̇ is the heat flux (W ·m−2),

– lx = 0.1 is the sample length (m),

– ly = 0.1 is the sample width (m),

– lz = 0.025 is the sample thickness (m), and

– Tout ≈ 293 is the ambient temperature (K).
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To simplify the model, one can take a closer look at heat losses. To approximate heat losses due

to thermal radiation and convective effects, the mean temperature (denoted by ⟨T⟩) of the sample is

computed.

Based on ⟨T⟩, the heat losses (Qout) can be expressed as follows:

Qout =

"
∂D

(︃
hc
[︂
⟨T⟩ − Tout

]︂
+ εσ
[︂
⟨T⟩4 − T4

out

]︂)︃
dS

=
[︃
2LxLy + 2LxLz + 2Lzly

]︃[︃
hc
[︂
⟨T⟩ − Tout

]︂
+ εσ
[︂
⟨T⟩4 − T4

out

]︂]︃
(6.11)

where ∂D represents the external surface of domain D.

By considering a black body (ε = 1) and a large heat transfer coefficient (i.e., hc = 25), heat losses of

Qout ≈ 13 W are calculated. This overestimation of heat losses represents less than 1 % of the incident

laser beam of 1 kW. Thus, both convective and radiative heat losses can be neglected. Consequently,

Eq. 6.10 can be written as follows:
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ρvCp
∂T(x, y, z, t)

∂t
= k
[︃∂2T(x, y, z, t)

∂x2 +
∂2T(x, y, z, t)
∂y2 +

∂2T(x, y, z, t)
∂z2

]︃
− k
∂T(x, y, z, t)
∂x

|x=0 = 0

− k
∂T(x, y, z, t)
∂x

|x=Lx = 0

− k
∂T(x, y, z, t)
∂y

|y=0 = 0

− k
∂T(x, y, z, t)
∂y

|y=Ly = 0

− k
∂T(x, y, z, t)
∂z

|z=0 = q̇(x, y, t)

− k
∂T(x, y, z, t)
∂z

|z=Lz = 0

T(x, y, z, t = 0) = 0

(6.12)

The impulse response to such 3D thermal diffusion problems presented in Chapter 5 can be written

in the transformed Fourier Laplace space as follows:

207



6.5. HEAT FLUX MEASUREMENT DURING HEL MATERIAL INTERACTION
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H̃(αn, βm, z, p) = Ae
√

kz + Be−
√

kz

A =
e−2
√

kLz

√
k(e−2

√
kLz − 1)

B =
1

√
k(e−2

√
kLz − 1)

(6.13)

where k = p
d + α

2
n + β

2
m is the solution of the characteristic equation of Eq. 5.55.

6.5.3 Estimation of the absorbed heat flux under HEL illumination

In this section, two experiments are described. The first involves a calibration of the regularisation

factor (ν). To ensure suitably high absorbance on the front face of the sample, this face is painted

black. Consequently, the adapted regularisation factor can be identified. The second involves a

sample without any particular surface treatment, and the sample’s absorbance is thus estimated

based on the estimated flux and the calibrated regularisation factor (ν).

6.5.3.1 Experimental set-up

The experimental set-up is presented in Figure 6.26. The laser illuminates the sample on the front

face, and an IR camera is positioned to image the rear face. Laser excitation of the material occurs at

the front face of the sample, and the IR camera simultaneously measures the temperature field of the

rear surface.

As the inverse method requires temperature measurements along the whole rear surface, the

sample is clamped on the sides. Figure 6.27.a illustrates the clamping system on the front face, and

Figure 6.27.b shows a raw image taken with the IR camera.

The laser head produces a 30 mm laser spot with a top hat profile. The laser profile is visualised

with a visible camera and is illustrated in Figure 6.28. The spatial repartition of energy is nearly flat,

with some random peaks and valleys. This is attributed to the fact that the laser is multimodal. The

laser is used to illuminate the centre of the sample.

To simplify the temperature measurements, the rear face is painted with a highly emissive coating.

The sample is prepared by MBDA as a square plate with the following dimensions: 100 mm× 100 mm

and 2.5 mm thickness. The material used is aluminium 2024, for which the thermal properties are
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Figure 6.26: Thermal problem positioning.

Figure 6.27: Illustration of the clamping system: (a) image in visible light (front face) and (b) raw
image captured by the IR camera.
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Figure 6.28: Measured laser beam spatial repartition of (a) the measured beam and (b) a profile of the
cross section.

presented in Table 6.2 [154, 155, 156, 157, 158].

Density (ρv kg ·
m−3)

Specific heat
capacity

(Cp J · kg−1
· K−1)

Thermal
conductivity

(k W ·m−1
· K−1)

Thermal
diffusivity
(mm2

· s−1)
2550 764 180 92.3

Table 6.2: Thermal properties of AL2024.

The camera used in this study is an SC7300L MCT (Flir) equipped with a 50 mm focal length ob-

jective. The camera frame rate is set to 150 Hz, the integration is 100 µs, the pixel size is approximately

435×435 µm2, and the spectral range of the camera is 7.7 µm - 9.3 µm.

6.5.3.2 Case of a front-painted aluminium plate

For this study, the front face of the sample is painted black to ensure good absorbance (RAL9005).

The reflectance of the paint used in this study is measured under an integrating sphere in a commercial

Fourier-transform infrared spectroscope provided by [159] with a value of Rp ≈ 6% ≡ Ap ≈ 94 at the

laser wavelength (λ = 1.074 µm).

The temporal shape of the excitation is presented in Figure 6.29a. It is a single 1 s pulsed square

signal with 1 kW power. The Figure 6.29b shows the maximum temperature increase measured on

each pixel for the rear surface. A large thermal gradient is observed where the temperature of the
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(a) Excitation temporal profile for the calibra-
tion.

(b) Maximum measured elevation of the mea-
sured temperature on the sample.

Figure 6.29: Laser temporal profile and the measured maximum temperature on each pixel.

pixels located at the centre of the sample exceeds 140 ◦C, whereas the edges of the sample exhibit

nearly no shift in temperature.

Figure 6.30b shows the temperature evolution of the pixel at the centre of the laser spot. The

temperature linearly increases during laser excitation, and after the laser is switched off, the heat

diffuses through the material. Figure 6.30b shows the cross section of the temperature fields at

different time intervals.

Based on those measurements, the inverse method previously presented and the pixel size, one

can estimate the heat flux absorbed by the material. The material absorptivity is taken into account

to make comparisons with the laser output power.

As a spatio-temporal estimation is targeted, the temporal aspect must be considered. To do so, the

heat flux (q̇est(x, y, z = 0, t) W) is estimated, integrated over the entire image, multiplied by the pixel

resolution (Spixel) and divided by the paint absorbanceAp to determine the total estimated power Qt

as described in Eq. 6.14. The results are illustrated for multiple regularisation factors (ν) in Figure 6.31.

The estimated Qt is not relevant for regularisation factors (ν) below 10−8. With lower regularisation

factors, the estimations approach the imposed power, down to ν = 10−14. For regularisation factors

near the relative numerical accuracy of the computer (ν = 10−16), the solution converges through

coherent results but contains substantial noise. To conclude, the method shows relatively accurate

estimations of the imposed power for 10−8 ⩾ ν ⩾ 10−14
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(a) (b)

Figure 6.30: a) Temporal temperature profile for the central pixel and (b) cross section of temperature
across the centre row of the sample.

Q(t) =
Spixel

Ap

∑︂
x

∑︂
y

q̇est(x, y, z = 0, t) (6.14)

To study the spatial estimation, the heat flux (q̇est(x, y, z = 0, t) W) estimation is multiplied by the

pixel resolution (Spixel) and divided by the paint absorbance Ap to determine the estimated spatial

power Q(x, y) as described in Eq. 6.15. The results are shown for t=1 s and multiple regularisation

factors in Figure 6.32. The estimated Q(x, y) is not relevant for regularisation factors (ν) below 10−8

where no power is measured. For lower regularisation factors ν (10−8
− 10−12), the estimation of the

spatial distribution of power becomes sharper. Around 10−14 ⩾ ν, some random eigen-modes appear

in the image. The mean value of those modes must be near 0 because they do not introduce much

error to the temporal estimation of Q(t).

Q(x, y, t) =
Spixel

Ap
q̇est(x, y, z = 0, t) (6.15)

Based on Figure 6.32, the best regularisation factor for the spatial reconstruction is approximately

10−6 ⩾ ν ⩾ 10−12. To better visualise the spatial reconstruction, Figure 6.33 shows a cross section of

the reconstructed flux and a cross section of the laser beam weighted by the laser power for a pixel

size of 2.5 10−4 (Figure 6.28). The solution matches the imposed profile for 10−8 ⩾ ν ⩾ 10−10.

To conclude, considering both spatial and temporal aspects, the best regularisation factors iden-

tified are approximately 10−8 ⩾ ν ⩾ 10−12. The method applied in this case nearly perfectly matches
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Figure 6.31: Estimated power (Q(t)) as a function of time.
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Figure 6.32: Estimated power: Q(x, y, t = 1).
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Figure 6.33: Cross section of the estimated power: Qxy(t = 1).
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the temporal reconstruction of the excitation. However, a few reservations have to be taken for the

spatial aspect, as it does not perfectly resemble the expected top-hat-shaped signal. Nevertheless,

the presented case is difficult due to the high power of the laser and the spatial repartition, which is

sharp and hard to identify.
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6.5.3.3 Case of a bare aluminium plate

For the second experiment, the temporal profile of the excitation is presented in Figure 6.34a. It

is a 1 s pulsed square signal with a 1 kW power, immediately followed by a second square pulse of 2

kW for another 1 s. Figure 6.34b shows the maximum temperature increase measured on each pixel

for the rear surface. A large thermal gradient is observed where the temperature of the pixels located

at the centre of the sample exceeds 100 ◦C, whereas the edges of the sample exhibit nearly no shift in

temperature.

(a) (b)

Figure 6.34: a) Excitation temporal profile for the calibration and (b) image of the maximum measured
temperature.

Figure 6.35 shows the temperature profile of the centre pixel as a function of time. The temperature

increases linearly during the laser shot, but the slope increases when the laser amplitude changes.

Once the laser is switched off, the temperature begins to decrease.

Figure 6.36 shows (a) the maximum temperature measured on each pixel and (b) a cross section

of the temperature field for different time steps. In Figure 6.36.a, a magnified region is shown to

highlight a paint defect that introduces some error of temperature measurements. These errors are

also visible in Figure 6.36.b with a small gap in the different curves of the figure at x ≈ 18 mm.

Based on the previous regularisation coefficient calibration, the coefficient used in this study is

ν = 10−10. The spatial estimation is illustrated in Figure 6.37 for multiple time steps. The top hat

distribution of intensity can be properly identified. Nevertheless, there is a large peak at x ≈ 18

followed by some wavelet rebounds on every image. This numerical artefact, which has no physical
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Figure 6.35: Temperature temporal profile of the central pixel.

Figure 6.36: Illustration of the temperature field: (a) maximum measured temperature and (b) cross
section of the temperature field for different time steps.
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meaning, is attributed to paint defects located in the same place.

Based on Eq. 6.15, the flux absorbed at each time step can be computed as presented in Figure 6.38.

The temporal shape of the excitation is properly identified. The absorbed flux is composed of two

square signals of one second each with amplitudes of 250 W and 500 W. The second square signal

immediately follows the first.

By linking the temporal (Figure 6.38) and spatial estimations (Figure 6.37), one can conclude that

the estimated heat flux seems more than coherent. It is assumed that the sum of the spatial artefact

data presented in Figure 6.37 trends towards 0 and does not affect the temporal estimation of the heat

source.

Based on this measurement, the absorbance of the sample can be computed and is presented in

Figure 6.39. The absorbance is nearly a flat curve whereA ≈ 0.2. Some points affect the measurement

due to the temporal reconstruction, which does not perfectly match the imposed flux. A maximum

error is observed over the 0.02 s duration, where the absorbed power shifts from 250 W to 500 W. This

can be seen in Figure 6.39 at t ≈ 1.5 s.
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Figure 6.37: Spatial estimation of the absorbed power at (a) t=0.2 s, (b) t=1 s, (c) t=2 s and (d) t=3 s.
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Figure 6.38: Temporal behaviour of the absorbed power.

Figure 6.39: Sample absorbance as a function of time.
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6.5.4 Summary of heat flux reconstruction

The inverse method that allows the estimation of spatio-temporal heat flux is tested and validated

under extreme conditions. In this study, no denoising methods (moving average, SVD, etc.) or

Fourier filters are used to prove the robustness of the method (neither on the input data nor the

estimated flux). As the presented method uses only thermal signals and properties, the heat flux can

be estimated for any material under applied heat fluxes.

6.6 Chapter summary

Multiple experimental set-ups including imaging systems in the visible and near- and far-

infrared ranges have be used. Data processing, different models (thermal and radiative) and the

inverse method are addressed to quantify different aspects of the laser–matter interactions.

Based on the method developed in Chapters 3 and 5 and the dedicated experimental set-ups

shown in this chapter, one can completely characterise the HEL–material interactions in terms of

reflection and absorption. Both methods are studied in this chapter under HEL illumination.

The measurement of this radiative balance is integral for the foundation of laser direct energy

webs and can lead to accurate system dimensioning and a better understanding of ocular risks.

Accessing radiometric measurements of surface temperatures for a sample under laser illumi-

nation is a complex process. The ATR method has shown good results on complex cases with

emissivities ranging from 0.08 to 0.95. Despite the difficulties encountered, the method leads to

coherent spatial and temporal temperature measurements. However, this method remains at a low

technology readiness level (TRL), and the experimental set-up developed in this study is not at a

stage where it can easily be popularised.
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Chapter 7

Conclusion and perspectives
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7.1 Conclusion

As lasers continue to be implemented in various facets of modern technology, the rate at which

their respective safety measures improve must be evaluated in tandem. The most dangerous applica-

tions pertain to the military sector, where high-powered lasers are being adapted as extremely potent

weapons. Laser vulnerability, a specific military application, must also be considered. Specifically,

laser vulnerability refers to the susceptibility of a system, device, or material to be damaged from

exposure to laser radiation. Laser vulnerability can vary depending on the wavelength, power, and

duration of the laser exposure, as well as the characteristics of the system or the exposed material.

Consequently, the objective of the work presented in this thesis was to develop tools to quantify direct

energy laser weapon vulnerability.

The first chapter of this thesis discussed an overview of the basic laws and quantities governing

radiative heat transfer. These fundamental equations are important for describing the complex nature

of light–matter interactions on opaque materials. From this summary, 3 major quantities that drive

laser–material interactions were highlighted: reflectance, absorbance and temperature. This thesis is

based on measuring these quantities using experimental set-ups, models and numerical methods to
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elucidate the evolution of these parameters. These parameters were first evaluated at the laboratory

scale (Chapters 3, 4 and 5) and then under HEL illumination (Chapter 6).

In Chapter 3, we presented a new experimental set-up to measure multi-spectral reflection shapes

(BRDFs) in infrared wavelengths. This set-up allowed image-based acquisition of BRDFs for spectral

ranges of 2.7 µm and 5.5 µm, with more than 60,000 simultaneously acquired points.

The fourth chapter presented an Active Thermo-Reflectometry method, which was used to capture

in situ measurements of emissivity and estimations of reflections occurring in a thermal scene. This

set-up was used to measure the absolute temperature through contactless methods.

Chapter 5 discussed two approaches for the estimation of the spatio-thermal heat flux from

temperature measurements. These approaches are based on the modelling of conductive heat transfer

of materials and on the formalism of inverse methods in thermal science.

Finally, Chapter 6 presented a synthesis of all previous chapters in this thesis. The different

methods developed previously for laser–matter interactions were presented, and the experimental

and numerical difficulties under these extreme conditions were presented.

The elements provided in this thesis work are summarised as follows:

– Instrumentation

– Data processing

– Radiative and thermal modelling

– Inverse and optimisation methods

– Applications of HEL illumination

– Multi-party (MBDA, ALPhANOV, I2M) and multidisciplinary approaches

7.2 Perspectives

The perspectives gained from this thesis are addressed from two perspectives: research laborato-

ries and industry:

Multi-spectral infrared BRDF measurement:
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– Laboratory scale: The BRDF measurement methods from this thesis provide a plethora of infor-

mation for laser–material interactions and are a great starting point for future work. Improving

the instrumentation would expand the spectral range and range of materials for which these

measurements can be acquired, greatly contributing to the literature in the infrared domain.

– Industrial transfer: thermal simulations are key for the improvement and robustness of recog-

nition algorithms. Thus, acquiring BRDFs on representative coatings or materials may unveil

the next steps for improving infrared sensor modelling. The hot spot identification of HEL

reflections from weaponized lasers is expected to clarify the range of applications for these

weapons.

Temperature measurement:

– Laboratory scale: The developed ATR method can be further developed to apply to more

complex cases than the specular model or even to non-planar geometries.

– Industrial transfer: the development of a reliable and robust method for contactless temperature

measurement is still ongoing throughout the field and would address many industrial needs.

Heat flux measurement:

– Laboratory scale: The developed method is an extension of previous studies by the TIFC-I2M

team. Other developments are required to simplify the process, and automated methods for

determining the regularisation factor are of interest.

– Industrial transfer: The studied cases are relevant to industrial and manufacturing applications.
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Chapter 8

Annexe reflection

Figure 8.1: Measured samples surface topography

This annexe shows the measured multi-spectral of the samples presented in .3.4.2.
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ANNEXE A

Figure 8.2: Measured Multi-Spectral BRDFs on sample 1

242



ANNEXE A

Figure 8.3: Measured Multi-Spectral BRDFs on sample 2
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Figure 8.4: Measured Multi-Spectral BRDFs on sample 3

244



ANNEXE A

Figure 8.5: Measured Multi-Spectral BRDFs on sample 4
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Figure 8.6: Measured Multi-Spectral BRDFs on sample 5
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Figure 8.7: Measured Multi-Spectral BRDFs on sample 6
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Thomas Lafargue-Tallet

Étude du comportement de matériaux
illuminés par des sources laser de fortes

puissances

Résumé : Ce sujet de thèse se place dans le cadre d’un projet à moyen/long terme de
recherche et développement d’armes laser de fortes puissances. En effet, suite à la di-
versification des menaces (cibles/modes opératoires) et aux risques futurs d’illuminations
laser, MBDA France, en coopération avec ALPhANOV, développe des essais autour d’un
laser continu haute puissance. L’objectif final de MBDA France est de pouvoir quantifier
la vulnérabilité de cibles. Compte tenu de la variété des familles de matériaux d’intérêt,
les mécanismes de dégradation intervenants dans ce type d’applications sont nombreux
(fort couplage thermique, mécanique et chimique). De plus, ils sont peu documentés du
fait de la rareté de moyens d’essais équipés de laser continu multi-kW. Le travail doctoral
permettront d’acquérir de la connaissance et de la compréhension de ces phénomènes
d’interaction laser-matière grâce à des approches expérimentales et analyses numériques.

Mots clés : Conditions Extrêmes, Infrarouge, Thermographie, Hautes températures,
Hauts flux, Interaction Laser Matière, Réflexion, Absorption, BRDF.

Abstract : This thesis subject is part of a medium/long-term project for the research
and development of high-power laser weapons. Indeed, following the diversification of
threats (targets/operating modes) and the future risks of laser illuminations, MBDA France,
in cooperation with ALPhANOV, is developing trials around a high-power continuous
laser. The final objective of MBDA France is to be able to quantify the vulnerability of
targets. Given the variety of families of materials of interest, the degradation mechanisms
involved in this type of application are numerous (strong thermal, mechanical and chemical
coupling). In addition, they are poorly documented due to the scarcity of test facilities
equipped with multi-kW continuous lasers. The doctoral work will make it possible to
acquire knowledge and understanding of these laser-matter interaction phenomena thanks
to experimental approaches and numerical analyzes.

Keywords: Extreme Conditions, Infrared, Thermography, High Temperatures, High
Flux, Laser Matter Interaction, Reflection, Absorption, BRDF.
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