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ABSTRACT 

Neuropathic pain is an abnormal pain sensation that persists longer than the temporal course of natural 

healing. It interferes with the patient’s quality of life and leads to several comorbidities, such as anxiety 

and depression. It has been suggested that chronic pain may result from abnormal and maladaptive 

neuronal plasticity in the structures known to be involved in pain perception (Bliss et al. 2016). This means 

that nerve injury would trigger long-term potentiation of synaptic transmission in pain-related areas 

(Zhuo, 2014). Since these regions are also involved in the emotional aspects of pain, our hypothesis is that 

the aforementioned maladaptive plasticity in these brain areas could constitute a key mechanism for the 

development of comorbidities such as anxiety and depression.  

My PhD aimed at testing this working hypothesis, through the study of brain resting state functional 

connectivity (FC) using functional ultrasound imaging (fUS) in a mouse model of neuropathic pain. FUS is 

a relatively recent neuroimaging technique that enabled numerous advances in neuroscience, thanks to 

its high spatio-temporal resolution, its sensitivity, but also its adaptability, allowing studies in anesthetized 

or awake animals. 

In a first study, I developed an experimental protocol allowing the brains of awake mice to be imaged in 

a reproducible manner and with minimal stress and movement artifacts and was also involved in the 

development of a new algorithm for the analysis of the signals generated by these acquisitions. As this 

first approach was carried out with a moving linear probe which does not allow the entire brain to be 

visualized, in a second study, I participated in the development of a new compiled and motorized probe 

technology. 

Building on these technological developments, I then used these new approaches to test my 

neurobiological hypothesis. I undertook two parallel studies in animals anesthetized for one and awake 

for the second, in which we studied the temporal link between alterations in cerebral FC and the 

development of neuropathic pain and/or associated comorbidities. To do this, we measured the resting-

state functional connectivity (FC) in anesthetized and in awake head-fixed mice, at three time points: I) 2 

weeks after induction of neuropathic pain (cuff around the sciatic nerve), II) at 8 weeks post-induction 

during the emergence of anxiety (8W) and III) at 12 weeks post-induction during the emergence of 

depression. This longitudinal follow-up has been conducted concurrently on a control group. 

Our results show significant changes in FC in major pain-related brain regions in accordance with the 

development of neuropathic pain symptoms. These findings suggest that the pain network undergoes 

maladaptive plasticity following nerve injury which could contribute to pain chronification. Moreover, the 
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time course of these connectivity alterations between regions of the pain network could be correlated 

with the subsequent apparition of associated comorbidities.  
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RESUME 

La douleur neuropathique est une sensation de douleur anormale qui persiste au-delà du cours temporel 

de la guérison naturelle. Elle interfère avec la qualité de vie du patient et est associée à plusieurs 

comorbidités telles que l'anxiété et la dépression. Des études antérieures ont suggéré que la douleur 

chronique pourrait résulter d’une plasticité neuronale anormale et inadaptée dans les structures connues 

pour être impliquées dans la perception de la douleur (Bliss et al. 2016). Cela signifie qu'une lésion 

nerveuse déclencherait une potentialisation à long terme de la transmission synaptique dans les aires 

cérébrales liées à la douleur (Zhuo et al. 2014). Comme ces régions sont également impliquées dans les 

aspects émotionnels de la douleur, notre hypothèse est que la plasticité inadaptée susmentionnée dans 

ces zones cérébrales pourrait constituer un mécanisme clé pour le développement de comorbidités, telles 

que l'anxiété et la dépression.  

Au cours de ma thèse, nous avons choisi de tester cette hypothèse de travail par l’étude des altérations 

de la connectivité fonctionnelle (CF) intrinsèque des réseaux cérébraux par imagerie fonctionnelle 

ultrasonore (fUS) dans un modèle murin de douleur neuropathique. Cette technique de neuro-imagerie 

relativement récente a permis de nombreuses avancées en neurosciences, grâce à sa haute résolution 

spatio-temporelle, à sa sensibilité, mais aussi son adaptabilité, permettant des études chez l’animal 

anesthésié ou éveillé.  

Dans une première étude, j’ai mis au point un protocole expérimental permettant d’imager le cerveau des 

souris éveillées de façon reproductible et avec un minimum de stress et d artefacts de mouvements et ai 

également été impliquée dans le développement d’un nouvel algorithme d’analyse des signaux générées 

par ces acquisitions. Cette première approche étant réalisée avec une sonde linéaire en mouvement qui 

ne permet pas de visualiser l’entièreté du cerveau, dans une seconde étude, j’ai participe au 

développement d’une nouvelle technologie de sonde compilées et motorisée.  

Fort de ces développements technologiques, j’ai alors utilisé ces nouvelles approches pour tester mon 

hypothèse neurobiologique. J’ai entrepris deux études en parallèle chez des animaux anesthésiés pour 

l’une et éveillés pour la seconde, chez lesquelles nous avons étudié le lien temporel entre les altérations 

de la CF cérébrale et le développement de la douleur neuropathique et/ou des comorbidités associées. 

Pour cela, nous avons mesuré la CF (en période de repos) chez des souris atteintes de douleur 

neuropathique, à trois moments différents : I) 2 semaines après l’induction de la douleur neuropathique 

(manchon autour du nerf sciatique) II) à 8 semaines post-induction, lorsque l'anxiété émerge et III) à 12 
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semaines post-induction, lorsque la dépression apparait (12W). Ce suivi longitudinal a également été 

réalisé en parallèle sur un groupe d’animaux contrôles.  

Nos résultats indiquent des changements significatifs de la CF dans les principales régions cérébrales 

impliquées dans la transmission ou la modulation de la sensibilité ou de la douleur, suggérant la mise en 

place d’une plasticité inadaptée du réseau de la douleur, suite à la lésion nerveuse. De plus, nous 

observons une évolution temporelle de ces altérations, potentiellement corrélée à l'apparition des 

comorbidités associées. Ainsi, ces mécanismes pourraient participer à la chronicisation de la douleur. 
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1 PAIN DEFINITION 

Pain is officially defined by the International Association for the Study of Pain (IASP), as an unpleasant 

sensory and emotional experience associated with actual or potential tissue damage. 

The English word, pain come from the old French peine, which traces back to the Latin poena, meaning 

punishment or penalty, and the Greek poine, price paid, penalty, punishment. 

While commonly associated with conscious sensations linked to bodily harm or illness, the word ‘pain’ 

and its synonyms are also used to describe discomfort related to other unpleasant feelings (Perl 2007).  

 

As can be inferred from this first analysis, pain was not exactly considered to be a specific sensory modality 

but rather an affliction of the soul, something considered beyond the experience of classic sensory system 

(Kandel et al. 2014 5th edition). Indeed, while most sensory and somatosensory modalities are 

fundamentally informative, pain has also a protective role.  

 

What sets pain apart from the classical senses like hearing, smell, taste, touch, and vision is its dual nature. 

In their early description, Melzack and collaborators (1968) supported the idea that pain has a unique, 

distinctly unpleasant, affective quality that differentiates it from the other sensory experiences. It 

becomes overwhelming, demands immediate attention, and disrupts ongoing behavior and thought. It 

motivates or drives the organism into activity aimed at stopping the pain as quickly as possible. They 

describe pain sensation as a multidimensional integration of sensory discriminative, cognitive, and 

affective-motivational axes. In essence, pain is both a discriminative sensation and a graded emotional 

experience associated with actual or potential tissue damage. 

Pain usually serves an adaptive role by protecting and alerting the body as a warning signal of tissue 

inflammation and damage, and inducing behavioral changes that facilitate wound healing and 

recuperation.  

Prinking, burning, aching, stinging and soreness are the most common of all the sensory modalities 

associated with pain. Yet, pain is not the direct encoding process of a sensory event; it is rather the product 

of elaborate processing by the brain of a variety of neural signals (Kandel et al. 2014 5th edition). Instead, 

the direct neural process of encoding noxious stimulus is called nociception. Pain and nociception are two 

distinct phenomena. Pain is considered a personal experience influenced by varying degrees by biological, 

psychological, and social factors and it can’t be inferred solely from activity in sensory neurons as 

nociception. There are two layers of elaboration of a noxious stimulus: the direct encoding of the sensory 
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stimulus, nociception, and then the cortical elaboration and perception which is the actual pain 

perception (Figure 1). 

 

 

Figure 1: Elaboration of the noxious stimulus. Schematic representation of the noxious stimulus 
processing, involving at first the sensory signal encoding (nociception) followed by the cortical integration 
of the stimulus, resulting in the perception of pain. 
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2 NOCICEPTIVE PATHWAYS  

Sometimes sensory stimuli can be dangerous for the body because they could cause tissue damage. These 

types of stimuli are called noxious stimuli, and they need to be perceived and elaborated to avoid tissue 

damage. 

A sensory stimulus is processed by the somatosensory system. The stimulus activates a chain of neurons 

starting at the periphery with the peripheral first-order afferent and ending in the cerebral cortex. 

The sensory pathway can be divided into three different consecutive processes: transduction, 

transmission, and perception (Figure 2). The pathway begins with the transduction of the sensory stimulus 

in electrical activity by the activation of sensory receptors located in the primary afferent sensory neurons 

endings. The receptors activation generates an action potential in the nerve ending which is propagated 

from the periphery to the second-order neurons located in the dorsal horn of the spinal cord 

(transmission). Neurons in the spinal cord, either directly or through interneurons, convey information to 

various areas of the nervous system that provide for the elaboration of the sensory information and 

organization of the responsive behaviors (perception).  

 

Figure 2: Nociceptive pathways. The sensory pathway is divided into three different consecutive 
processes. The transduction takes place in the nociceptors, followed by the transmission of the electrical 
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signal across the sensory fibers in the spinal cord. Finally, the signal ascends through the thalamus to the 
cortex, where perception and elaboration of the sensory signal occur. 

 

2.1 TRANSDUCTION 

Nociceptors are a subset of primary sensory neurons, activated by noxious stimuli and convey nociceptive 

information to the spinal cord dorsal horn.  

The membrane of the nerve terminal of the nociceptor contains receptors and ion channels that detect 

stimuli that have potential to cause damage. These receptors convert the thermal, mechanical, or 

chemical energy of noxious stimuli into a depolarizing electrical potential (Figure 3). 

Some of these channels are listed below:  

• Transient Receptor Potential (TRP) ion channel family, nonselective cation channels (Kandel et al. 5th 

edition): 

o TRPV1: is expressed selectively by nociceptive neurons and mediates the pain-producing 

actions of capsaicin. This channel is also activated by noxious thermal stimuli, which suggests 

that it normally transduces the sensation of painful heat. 

o TRPV2: is activated by very high temperature. 

o TRPM8: is activated by low temperature and by chemicals such menthol. 

• Acid-Sensing Ion Channels (ASIC) are voltage-independent, proton gated cation channels. They detect 

a broad range of physiological pH changes. 

• Piezo family of ion channels. They are non-selective cation channels permeable to Ca2+. They are 

activated by mechanical noxious stimulus.  
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Figure 3: Transducers. Schematic representation of nociceptor’s axon terminals in which the noxious 
stimuli transducers are located. They detect different kinds of stimulus including heat, acid, mechanical 
and cold. 

 

2.2 TRANSMISSION 

2.2.1 Nociceptors 

The activation of those different receptors and ion channels by the noxious stimulus generates an action 

potential which is transmitted from the periphery to the Central Nervous System (CNS) by the nociceptive 

fibers.  

Nociceptors are free endings nerve located in the skin, muscle, joints, bone, and viscera. Nociceptors, like 

other primary somatosensory neurons, are pseudounipolar (Figure 4): a single process emanates from the 

cell body in the dorsal root ganglion (DRG) or trigeminal ganglion (TG) and bifurcates, sending a peripheral 

axon to innervate the skin and a central axon to synapse on second-order neurons in the dorsal horn of 

the spinal cord or the trigeminal subnucleus caudalis, respectively (Dubin and Patapoutian 2010).  
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Figure 4: Pseudounipolar structure of nociceptive fibers (Kandel et al. 2014 5th edition). 

 

Anatomical and in vivo/in vitro electrophysiological studies have shown that there are two major types of 

nociceptive fibers: myelinated Aδ-fibers and unmyelinated C-fibers; different subsets of which are 

sensitive to a different range of stimuli, most being polymodal, but others responding to a narrower range 

of stimuli (J. Brooks and Tracey 2005) (Figure 5A-B). 

C-fibers: unmyelinated fibers defined as polymodal nociceptors because they respond mainly to noxious 

heat but also to high-intensity mechanical and chemical stimuli. Since they are unmyelinated fibers, they 

conduct the action potential at a speed of 1 m/s. Their peripheral afferent innervates the skin (dermis 

and/or epidermis) and central axon projects to superficial laminae I and II of the dorsal horn (Figure 5C). 

A-fibers: myelinated fibers with a conduction velocity in the Aδ range of 5 to 30 m/s. They respond 

predominantly to heat or mechanical stimuli; however, sensitivity to noxious cold is also observed. Their 

central processes project to superficial laminae I and V. (Dubin and Patapoutian 2010) (Figure 5D). 
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Figure 5: Classification of nociceptive fibers. (A) Characteristics of classification between A-fibers and C-
fibers. (B) schematic distinction between myelinated and non-myelinated fibers. C-fibers polymodal. (C) 
C-fibers project to laminae I and II of the dorsal horn. (D) A-fibers project to superficial laminae I and V of 
the dorsal horn. (Adapted from Kandel et al. 2014 5th edition). 

 

2.2.1.1 Spinal cord dorsal horn organization 

Within the general organization of the somatosensory system, primary afferent neurons project to second 

order neurons located in the spinal cord dorsal horn. The spinal gray matter is subdivided into 10 laminae 

(or layers), numbered I to X from dorsal to ventral, based on differences in cell and fiber composition. 

There is a tight link between the anatomical organization of the dorsal horn neurons and their functions 

in sensory processing (Figure 6) (Kandel et al. 2014 5th edition). 

Lamina I: 

• A set of neurons, called nociceptive-specific neurons, located in Lamina I ,respond to noxious 

stimuli conveyed by Aδ and C-fibers. This set of neurons project to higher brain centers, 

notably the thalamus.  

• A second class of Lamina I neurons receive inputs from C-fibers selectively activated by 

noxious cold stimuli.  

• There is a third class of Lamina I neurons, called wide-dynamic-range neurons, they respond 

to both innocuous and noxious mechanical stimuli.  
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Lamina II is a densely packed layer that contains many different classes of local interneurons, some 

excitatory and others inhibitory. Some of these interneurons respond selectively to nociceptive inputs 

(from both Aδ and C-fibers), whereas others also respond to innocuous stimuli. 

 

Laminae III and IV contain a mixture of local interneurons and supraspinal projection neurons. Many of 

these neurons receive inputs from Aβ afferent fibers that respond to innocuous cutaneous stimuli.  

 

Lamina V contains neurons that respond to a wide variety of noxious stimuli and project to the brain stem 

and thalamus. These neurons receive direct inputs from Aβ and Aδ fibers and because their dendrites 

extend into lamina II, are also innervated by C fiber nociceptors. Neurons in lamina V also receive inputs 

from nociceptors in visceral tissues. The convergence of somatic and visceral nociceptive inputs onto 

individual lamina V neurons provides one explanation for a phenomenon called "referred pain," a 

condition in which pain arising from injury to a visceral tissue is perceived as originating from another 

region of the body surface. Patients with myocardial infarction, for example, frequently report pain from 

the left arm as well as the chest. 

 

Figure 6: Spinal cord dorsal horn organization. Neurons in lamina I of the dorsal horn receive direct input 
from myelinated (Aδ) nociceptive fibers and both direct and indirect input from unmyelinated (C) 
nociceptive fibers via interneurons in lamina II. Lamina V neurons receive low threshold inputs from large-
diameter myelinated fibers (Aβ) of mechanoreceptors as well as inputs from nociceptive afferent fibers 
(Aδ and C fibers). Lamina V neurons send dendrites to lamina IV, where they are contacted by the 
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terminals of Aβ primary afferents. Dendrites in lamina III arising from cells in lamina V are contacted by 
the axon terminals of lamina II interneurons (Kandel et al. 2014 5th edition). 

 

Neurons in lamina VI receive inputs from large diameter fibers that innervate muscles and joints. These 

neurons are activated by innocuous joint movement and do not contribute to the transmission of 

nociceptive information. In contrast, many neurons located in laminae VII and VIII, the intermediate and 

ventral regions of the spinal cord, do respond to noxious stimuli. 

 

2.2.1.2 Double pain sensation 

C and Aδ fibers are often coactivated by noxious stimuli and the action potential is respectively 

propagated at different speeds in the two types of fibers (Perl 2007) (Figure 7A). This explains the two 

sequential pain sensations in short time intervals experienced after a painful stimulation (Figure 7B). The 

initial sensation, occurring immediately after the injury, is characterized by a sharp pain (first pain). 

Subsequently, several seconds later, a more sustained and occasionally burning pain arises (second pain). 

The distinct temporal gap between these two sensations is attributed to the rapid transmission of 

information by Aδ fibers, responsible for the first pain, followed by a delayed transmission of pain 

information carried by C-fibers. This phenomenon is known as the “double pain sensation.” 

 

Figure 7: Propagation of action potentials in different classes of nociceptive fibers. (A) The speed at 
which action potentials are conducted is a function of each fiber’s cross-sectional diameter. The first peak 
and its subdivisions are the summed electrical activity of myelinated A fibers. A delayed (slowly 
conducting) detection represents the summed action potentials of unmyelinated C fibers. (B) First and 
second pain are carried by two different primary afferent fibers (Adapted from Kandel et al. 2014 5th 
edition). 
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2.2.2 Five Major Ascending Pathways 

The nociceptive information is transmitted from the second order-neurons located in the spinal cord to 

the Central Nervous System (CNS) by several ascending pathways (Kandel et al. 2014 5th edition). 

Five main ascending pathways: the spinothalamic, spinoreticular, spinomesencephalic, cervicothalamic, 

and spinohypothalamic tracts contribute to the central processing of nociceptive information (Figure 8). 

 

• The spinothalamic tract has the most important role in the transmission of nociceptive information 

since it represents the most prominent ascending nociceptive pathway in the spinal cord. It consists 

of axons of nociception-specific, thermosensitive, and wide-dynamic-range second-order neurons 

located in Lamina I and V through VII on the dorsal horn. From their segment of origin, they 

immediately decussate in the spinal cord, reaching the contralateral part. Then, these axons ascend 

the anterolateral white matter tract until they reach the thalamic nuclei (Figure 8A).  

• The spinoreticular tract consists of axons of second-order neurons located in Laminae VII and VIII. 

These axons decussate and reach the contralateral part of the spinal cord in the anterolateral 

quadrant. They then project to the medullary-pontine reticular formation, and from there, other 

neurons project to the thalamus (Figure 8B). 

• The spinomesencephalic (or spinoparabrachial) tract has an important role in the emotional 

component of pain. This tract contains axons of neurons located in Laminae I and V. Some of these 

axons cross and project in the anterolateral quadrant of the spinal cord, terminating in the 

mesencephalic reticular formation and periaqueductal gray matter. Some other axons of this pathway 

travel up the spinal cord via the dorsal part of the lateral funiculus, terminating in the parabrachial 

nucleus. Neurons of the parabrachial nucleus project to the amygdala, a key nucleus of the limbic 

system that regulates emotional states (Figure 8C). 

• The cervicothalamic tract consists of axons of the lateral cervical neurons which receive inputs from 

neurons in lamina III and IV. These axons are located in the lateral white matter of the upper two 

cervical segments of the spinal cord.  

Some axons decussate and ascend in the medial lemniscus of the brain stem, until the midbrain nuclei 

and in the ventroposterior lateral and posteromedial nuclei of the thalamus. Some other axons project 

directly into the dorsal columns and terminate in the cuneate and gracile nuclei of the medulla. 

• The spinohypothalamic tract contains axons of neurons located in Laminae I, V, and VIII. These axons 

project to hypothalamic nuclei which function as autonomic control centers responsible for regulating 

the neuroendocrine and cardiovascular responses associated with pain syndromes. 
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Figure 8: Ascending pathways. Three of the five ascending pathways that transit nociceptive information 
from the spinal cord to higher centers (Kandel et al. 2014 5th edition). 

 

2.3 PERCEPTION 

As previously mentioned, the nociceptive inputs are transduced via the nociceptors to the spinal cord 

dorsal horn, and finally, after modulation and integration, this information is relayed to central areas of 

the nervous system (Figure 2). The cortical elaboration of the nociceptive stimulus manifests in actual 

pain perception, which is characterized by the integration of sensory-discriminative, cognitive, and 

affective modalities. 

2.3.1 Thalamus 

Nociceptive information enters the brain primarily through projections to the thalamus (Figure 9A). This 

brain structure is positioned in the dorsal part of the diencephalon, and it is considered a key structure 

for the processing of sensory information. The thalamus represents the essential link between the sensory 
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receptors and the Cerebral Cortex. It is not just a relay of information, but it acts by blocking or enhancing 

the passage of specific information. 

The thalamus is subdivided into 50 nuclei (Figure 9B), that are clustered into four groups: anterior, medial, 

ventrolateral, and posterior. Two of the most important regions for the nociceptive pathways are the 

lateral and medial nuclear groups (Craig et al 2003). Numerous groups of researchers identify several 

nuclei in the lateral thalamus (VPL, VPM, VPI, VMpo) and in the medial thalamus (CL, MDvc, Pf). From 

these two groups of thalamic nuclei, third-order neurons project to cortical areas like the primary 

somatosensory cortex (S1), secondary somatosensory cortex (S2), insula, anterior cingulate cortex (ACC) 

and prefrontal cortex (PFC) (Treede et al. 1999).  

 

 

Figure 9: The major subdivisions of the Thalamus. (A) Spinotalamic pathway. (B) The thalamus is the 
critical relay for the flow of sensory information from peripheral receptors to the neocortex. 
Somatosensory information is conveyed from dorsal root ganglia to the ventral posterior lateral nucleus 
and, from there, to the primary somatosensory cortex. Likewise, visual information from the retina 
reaches the lateral geniculate nucleus, which conveys it to the primary visual cortex in the occipital lobe. 
Each of the sensory systems, except olfaction, has a similar processing step within a distinct region of the 
thalamus (adapted from Kandel et al. 2014 5th edition). 

 

2.3.2 Cortical regions 

Up until the end of the 20th century, the involvement of the cerebral cortex in pain perception was a 

controversial issue, and most of the evidence at that time supported the idea that pain was perceived 

only as a result of thalamic processing (Head and Holmes 1911). Then, with the advent of functional brain 
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imaging techniques, such as PET (Positron Emission Tomography) and fMRI (functional Magnetic 

Resonance Imaging) it has been shown that painful stimuli in fact activate multiple cortical areas (Treede 

et al. 1999). 

 The first three human brain imaging studies of pain were published in the early 1990s by Talbot and 

colleagues  (Talbot et al. 1991) and Jones and collaborators , using PET, followed by Apkarian and 

colleagues  (A. V. Apkarian et al. 1992), using SPECT (Single-Photon Emission Computed Tomography). All 

three studies used noxious heat stimulation, and although they brought forward different results, 

together they showed that multiple cortical and sub-cortical regions are activated by noxious stimulations 

(A. V. Apkarian et al. 2005a). Following these first studies, many other imaging experiments have been 

conducted since and have confirmed that noxious stimulation results in the activation of a distributed set 

of cortical and subcortical regions.  

 

2.3.2.1 The concept of Pain Matrix, different theories 

Such studies make it clear that processing of information within the neural systems linked to nociception 

and pain partly occurs across several brain regions operating simultaneously (Perl 2007). Structures such 

as the primary (S1) and secondary (S2) somatosensory cortices, the insula and the anterior cingulate 

cortex (ACC), have been consistently shown to respond to nociceptive stimulation using either fMRI, 

positron emission tomography (PET), electroencephalographic (EEG) or magnetoencephalography (MEG) 

(Iannetti and Mouraux 2010).  

Different interpretations were employed to describe the functional significance of the various cortical and 

subcortical regions that were activated by a noxious stimulus. 

 

2.3.2.1.1 Neuromatrix 

In 1989, Ronald Melzack proposed the concept of Neuromatrix to describe the complexity of cortical 

perception and elaboration. He stated: “the Neuromatrix, distributed throughout many areas of the brain, 

comprises a widespread network of neurons that processes information that flows through it and 

produces the pattern that is felt as a whole body possessing a sense of self” (Melzack 2005). In essence 

the Neuromatrix was described as a widespread ensemble of neurons comprised of sensory (S), affective 

(A), and cognitive (C) neuromodules (Figure 10). The Neuromatrix receives various sources of input from 

three different macro-categories: sensory, cognitive-relative and emotional-relative. The inputs are 
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processed at the cortical level by different brain regions integrating simultaneously and this would 

generate the output sense of body-self. The outputs from the Neuromatrix are classified in pain 

perception and behavioral response, like action-motor programs and stress-regulation programs. 

 

 

Figure 10: Body-self Neuromatrix. Factors that contribute to the patterns of activity generated by the 
body-self neuromatrix, which is comprised of sensory (S), affective (A), and cognitive (C) neuromodules. 
The output patterns from the neuromatrix produce the multiple dimensions of pain experience, as well 
as concurrent homeostatic and behavioral responses (Melzack 2005). 

 

In several studies this definition has been revised, restricted, and focused on the interpretation of pain 

perception, which originally was considered to be only one of the many possible perceptual outputs of 

the Neuromatrix. From there, the concept of the Pain Matrix began to take shape.  

 

2.3.2.1.2 Medial and lateral pain system  

In Figure 11, Treede and collaborators (1999) proposed a simplified organization based on the projection 

sites from lateral or medial thalamic nuclei to the cortex and proposed a distinction between medial and 

lateral pain system, with the primary and secondary somatosensory cortices (S1 and S2) belonging to the 

lateral system and the anterior cingulate cortex (ACC) to the medial system. The insula occupies an 

intermediate position since it receives its main inputs from the lateral system, but itself projects to the 

limbic system.  



24 
 

The lateral pain system is primarily thought to play a role in the sensory discrimination of the location 

and intensity of painful stimuli (M. C. Bushnell et al. 1999; Kanda et al. 2000), whereas the medial pain 

system (Rainville et al. 1997; Vogt, Berger, and Derbyshire 2003) is involved in the affective (cognitive-

evaluative) component of pain. The insula, however, encodes both the intensity (Coghill et al. 1999; Craig 

et al. 2000) and the laterality (J. C. W. Brooks et al. 2002; Bingel et al. 2003) of painful and non-painful 

thermal stimuli, but may also have a role in affective pain processing ((Bud) Craig 2003; Critchley et al. 

2004; Seymour et al. 2004; Singer et al. 2004). Thus, as Peyron and collaborators demonstrated in 2002, 

the insula probably occupies a space between the medial and lateral systems, facilitating integration of 

information from both (R. Peyron, Laurent, and García-Larrea 2000; J. Brooks and Tracey 2005). 

 
Figure 11: Medial and lateral pain system. Schematic representations of main spinothalamic and 
thalamocortical projections. Cortico-cortical connections are not shown. ACC, anterior cingulate cortex; 
CL, centrolateral nucleus; MDvc, ventrocaudal part of medial dorsal nucleus; Pf, parafascicular nucleus; 
SI, primary somatosensory cortex; SII, secondary somatosensory cortex; VMpo, posterior part of 
ventromedial nucleus; VPI, ventral posterior inferior nucleus; VPL, ventral posterior lateral nucleus; VPM, 
ventral posterior medial nucleus. (Note that the insula is now considered to lie between the lateral and 
medial systems, since it has both a sensory-discriminative and a cognitive-evaluative role in pain 
sensation) (J. Brooks and Tracey 2005). 

 

2.3.2.1.3 The Pain Matrix 

The pain matrix (PM) is usually defined as a group of brain structures jointly activated by painful stimuli 

(Garcia-Larrea and Peyron 2013). This concept was initially proposed based on neuroimaging studies that 

identified consistent patterns of brain regions activation in response to painful stimuli. As explained at the 

beginning of the section, several experiments were performed by applying noxious stimuli to healthy 
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volunteers while measuring brain activity using different functional neuroimaging techniques (EEG, MEG, 

fMRI, PET).  

The structures most commonly identified to be part of the pain matrix were (Figure 12): 

1. Primary (S1) and secondary (S2) somatosensory cortices 

2. Insular cortices 

3. Anterior cingulate cortex (ACC) 

4. Prefrontal cortex. 

 

 

Figure 12: Cortical and sub-cortical regions involved in pain perception, their inter-connectivity and 
ascending pathways. The locations of brain regions involved in pain perception are color-coded in a 
schematic drawing and in an example MRI. (A) Schematic shows the regions, their inter-connectivity and 
afferent pathways. (B) The areas corresponding to those shown in the schematic are shown in an 
anatomical MRI, on a coronal slice and three sagittal slices as indicated on the coronal slice. The six areas 
are primary and secondary somatosensory cortices (S1, S2, red and orange), anterior cingulate (ACC, 
green), insula (blue), thalamus (yellow), and prefrontal cortex (PF, purple), primary and supplementary 
motor cortices (M1 and SMA), posterior parietal cortex (PPC), posterior cingulate (PCC), basal ganglia (BG, 
pink), hypothalamus (HT), amygdala (AMYG), parabrachial nuclei (PB), and periaqueductal gray (PAG). 
(Apkarian et al. 2005). 

 

The conceptual consequence of this evidence would be to consider these regions as a part of a network 

specifically activated by noxious stimuli. However, some regions such as the anterior cingulate cortex, the 

anterior insula and the prefrontal areas showed enhanced activity also in a wide range of non-painful 

experiences. Hence, these regions do not appear to be exclusively activated in painful contexts (Roland 

Peyron et al. 1999; Sawamoto et al. 2000; Garcia-Larrea and Peyron 2013). 
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After accumulating evidence, researchers began to debate the idea that the Pain Matrix was a specific 

network responsible solely for pain processing. While there is a widespread agreement that the Pain 

Matrix is partially specific for pain processing, there is no universal consensus on its exact definition.  

Some authors considered the Pain Matrix a unique cerebral signature for pain perception, while other 

investigators argued for its specificity as a pain-related network. 

Indeed, some believed that it is the activation pattern within the various structures of the Pain Matrix, 

taken together, may constitute the neural substrate of pain perception. According to this view, the 

emergence of pain would not stem from the activation of one or more specific brain areas but would arise 

"from the flow and integration of information" among these areas (J. Brooks and Tracey 2005). 

 

Following this concept and extending it further, Garcia-Larrea and Peyron in 2013 proposed a three-order 

level interpretation of the Pain Matrix. 

They postulated that the multidimensionality of pain (sensory, affective, and cognitive) are different 

features managed by different networks. They conceptualized the Pain Matrix as a fluid system composed 

of three networks and the resulting pain experience would be the combination and integration of these 

three-order brain processing of progressive complexity. 

 

1) The nociceptive matrix: the first-order network. 

The nociceptive information is conducted by spinothalamic projections and guarantees the bodily 

specificity of pain and is the only one whose destruction employs selective pain deficits.  

The cortical targets of spinothalamic tract are the posterior insula, the medial parietal operculum and the 

mid-cingulate cortex. These receiving regions are the source of the earliest responses to noxious stimuli 

recorded in the human brain (Maud Frot et al. 1999; 2013; Lenz, Rios, Chau, et al. 1998; Lenz, Rios, Zirh, 

et al. 1998) and contain a nociceptive matrix specific for spinothalamic projections. Lenz and associates 

(1995) reported “full pain experiences” when stimulating thalamic regions projecting to the posterior 

insula and operculum. 

2) The second-order perceptual matrix, from nociception to pain: 

Transition from cortical nociception to conscious pain relies on a second-order network, including: mid 

and anterior insulae; the anterior cingulate, prefrontal, and posterior parietal areas; and, with less 

consistency, the striatum, supplementary motor area, hippocampus, cerebellum, and temporoparietal 

junction. None of these regions is a direct target of the spinothalamic system, their direct stimulation does 

not evoke pain sensation, their selective destruction does not induce analgesia, they are also activated in 
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contexts not involving pain, and their contribution to the Pain Matrix depends upon the context in which 

noxious stimuli are applied. 

3) The third-order network: from perception to pain memory: 

Pain experience can still be elaborated as a function of beliefs, emotions, and expectations through 

activity of third-order areas, such as the perigenual cingulate, the orbitofrontal cortex, the temporal pole, 

and the anterolateral prefrontal areas. Activity in such third-order networks can therefore modify the 

immediate percepts driven by the nociceptive and second-order pain matrices. 

 

In their interpretation of the Pain Matrix, Garcia-Larrea and collaborators considered the pain-related 

emotional and cognitive phenomena as a component of pain, rather than a reaction to it. In summary, the 

resulting pain experience arises from the coordinated and integrated activity of these three networks, 

which comprehend several brain regions. Their theory is schematized in Figure 13. 

 

 

Figure 13: Schematic representation of the three order level pain matrices. The nociceptive matrix 
includes posterior insula, parietal operculum, mid-cingulate S1, M1, PPC. The second-order matrix 
includes anterior insula and anterior cingulate cortices, DLPFC, PPC. The three-order matrix includes 
pregenual cingulate, orbitofrontal cortex, ALPFC, ventral striatum (Garcia-Larrea and Peyron, 2013). 

 

Figure 13 highlight the fact that the regions receiving spinothalamic inputs ensure the somatic-specific 

(corporal) quality of the sensation; they trigger activity in parietal, frontal and anterior insular circuits, 

supporting conscious perception, vegetative reactions and their modulation by attention and vigilance. 
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The immediate perception issued from these activities can itself be modulated by higher-order networks 

driven by emotional contexts and internal states. 

 

2.3.2.1.4 Pain network 

Iannetti and collaborators put forward a different interpretation, by arguing that the Pain Matrix was 

often considered as a unique cerebral signature for pain perception. In their paper in 2010, they focused 

on three different evidences against the concept of the pain matrix as a “brain pain center”: 

 

- No spatially segregated cortical area for nociception 

It has been shown that neurons responding to different submodality of somatosensation, for example 

light touch or deep pressure, are organized in segregated cortical columns. This is not the case for 

nociceptive-specific neurons, they are mostly sparsely distributed, instead of organized in columns. 

Furthermore, not all the neurons identified as responding to nociceptive stimuli are nociceptive-specific. 

There is a sub-category of neurons defined as polymodal neurons, which means they also respond to 

stimuli belonging to other sensory modalities.  

In summary, the current lack of evidence for nociceptive cortical columns implies a different cortical 

organization compared to similar sensory modalities. Together with the small number and the sparse 

distribution of nociceptive-specific neurons in most of the cortical regions constituting the Pain Matrix, 

this theory suggests that, at the cortical level, nociception may not be represented as a distinct sensory 

modality or even as a distinct submodality of somatosensation (Andersson and Rydenhag 1985). 

 

- Activation of the pain matrix by non-nociceptive sensory input 

Several studies have shown that brain regions activated by a noxious stimulus can also be activated by 

other non-nociceptive stimuli. Therefore, those regions mostly contain multimodal neurons, meaning that 

they respond to a range of stimuli, regardless of their sensory modality. As mentioned before, Melzack 

initially proposed that the experience of pain could emerge from the transient binding of a widespread 

network of neurons (Melzack 1989; 2005) and not solely from the activity of a spatially segregated cortical 

area containing nociceptive-specific neurons that exclusively ‘‘encode’’ pain in the brain.  

 

- Disruption of the correlation between intensity of pain and magnitude of the pain matrix response 
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Functional neuroimaging studies using fMRI or PET have shown that the magnitude of the responses in 

the Pain Matrix can predict the amount of pain perceived by a human subject (Derbyshire et al. 1997; 

Porro et al. 1998; Coghill et al. 1999; Bornhövd et al. 2002; Büchel et al. 2002; Tolle et al. 1999). However, 

recent studies using EEG have shown that, in a number of circumstances, the magnitude of the elicited 

brain responses can be clearly dissociated from both the intensity of the nociceptive stimulus and the 

reported pain level (Chapman et al. 1981; Dillmann, Miltner, and Weiss 2000; A. Mouraux, Guérit, and 

Plaghki 2004; A. Mouraux and Plaghki 2007; Clark et al. 2008; Iannetti et al. 2008; Lee, Mouraux, and 

Iannetti 2009). All these observations constitute strong evidence against the functions of the Pain Matrix 

to encode the intensity of pain perceived (Rainville 2002; Porro 2003). 

To conclude, based on these arguments, Iannetti and collaborators debate the concept that regions within 

the pain matrix are exclusively activated for pain processing, unlike other sensory modalities such as vision 

or audition. In their interpretation, they suggest that the regions being activated after a noxious stimulus 

do not exclusively reflect nociceptive-specific brain activities but instead brain activities equally involved 

in processing nociceptive and non-nociceptive sensory inputs. They infer that the nociceptive stimulus, 

due to its noxious nature, has intrinsically high saliency content so they hypothesized that at least a part 

of the responses is involved in the detection of salient sensory events, regardless of whether these sensory 

events are conveyed by nociceptive pathways and also regardless of whether they are perceived as 

painful. They consider the Pain Matrix as a multimodal network as originally proposed by Melzack in the 

Neuromatrix theory which, originally, was not pain specific. 

Pain perception at cortical level is rather the result of the integration, at a network level, of several brain 

regions that process different features of the diverse attributes of pain. Pain is the conjunction of several 

attributes, such as the threatening association with bodily damage and the intrinsic unpleasantness of the 

experience. It is usually triggered by sensory inputs but can potentially be generated independently of 

them.  

More recently, it was also shown that a virtually identical ‘pain matrix’ response can be observed in 

patients with congenital insensitivity to pain (Salomons et al. 2016), thus providing further evidence that 

these brain responses are largely non-specific to pain. This statement does not imply that neural activities 

specific for pain do not exist. Instead, it implies that the neural activities captured by current EEG or 

imaging techniques like fMRI, which reflect synchronous activity within large populations of neurons, are 

unspecific for pain (André Mouraux and Iannetti 2018).  

While the concept of the pain matrix has been influential, ongoing research is exploring more nuanced 

and comprehensive models that consider the multifaceted nature of pain perception. Many researchers 
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now refrain from using the term ‘pain matrix’ and opt instead for terms like ‘pain network’, ‘pain 

signature’ or ‘neural circuits’ (Tracey and Mantyh 2007; Lelic et al. 2012; Longo et al. 2012; De Simone et 

al. 2013; Wager et al. 2013). 
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3 NOCICEPTIVE PAIN 

Up to this point, we have described the pathways that a noxious stimulus follows to the brain, where the 

sensory stimulus is perceived and processed as pain sensation (Figure 1). In this case, we referred to an 

acute pain sensation, also called nociceptive pain, which is the physiologic response to nociception.  

It alerts and protects the body from potential tissue damage. It occurs in response to external or internal 

noxious stimuli and continues only in the maintained presence of the harmful stimulus (Costigan, Scholz, 

and Woolf 2009). As schematized in Figure 14, it is a stimulus-dependent pain and the stimulus is 

physiological, and it follows the nociceptive pathway we described previously. The intensity and the 

duration of the nociceptive response depends on the intensity and the duration of the harmful stimulus. 

 

Figure 14: Nociceptive pain. Schematic of characteristic features of nociceptive pain. It is a stimulus-
dependent pain evoked by a high-intensity noxious stimulus. Representation of the ascending pathway. 
(Costigan, Scholz, and Woolf 2009). 

 

An ongoing exposure to a noxious stimulus can lead to tissue damage. In this case, the injury promotes a 

breakdown of the plasma membrane and the initiation of the inflammatory cascade. It involves the 

release of various chemical mediators, such as histamine, prostaglandins, and cytokines, which cause the 

activation of nociceptors, and the consequent release of substance P which activate immune cells (mast 
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cells, macrophage, and neutrophil granulocyte) and provokes vasodilatation and vascular leakage (Figure 

15).  

 

 

Figure 15: Inflammatory cascade. The tissue lesion triggers the release of chemical mediators that 
activate the nociceptors. Activation of nociceptors leads to the release of substance P and CGRP. 
Substance P acts on mast cells, neutrophil and basophil in the vicinity of sensory endings to evoke 
degranulation and the release of histamine, which directly excites nociceptors. Substance P produces 
plasma extravasation, and CGRP produces dilation of peripheral blood vessels. 

 

To aid healing and repair of the injured body part, the sensory nervous system undergoes a profound 

change in its responsiveness, called pain sensitization (Figure 16). During active inflammation, normally 

innocuous stimuli induce a pain perception (allodynia) and responses to noxious stimuli are both 

exaggerated and prolonged (hyperalgesia, (Costigan, Scholz, and Woolf 2009)).  

Typically, inflammatory pain disappears after resolution of the initial tissue injury. 
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Figure 16: Pain sensitization. Noxious stimuli can sensitize the nervous system response to subsequent 
stimuli. The normal pain response as a function of stimulus intensity is depicted by the curve at the right, 
where even strong stimuli are not experienced as pain. However, a traumatic injury can shift the curve to 
the left. Then, noxious stimuli become more painful (hyperalgesia) and typically painless stimuli are 
experienced as pain (allodynia) (Gottschalk and Smith 2001). 
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4 CHRONIC PAIN 

What we have described so far is a short-lasting pain, a physiologic pain sensation consequent to a noxious 

stimulus that, in many cases, can cause tissue damage. This pain sensation lasts for the temporal course 

of natural healing. In some circumstances, it may occur that the pain sensation lasts longer than the 

normal healing time, more than several months, which is often beyond the expected recovery time. We 

are describing here a pathological state called chronic or persistent pain. 

Chronic pain is caused by some maladaptive plasticity within the nociceptive pathway following an injury. 

It is a distinct and well-recognized condition experienced by around 25% of the European adult population 

(De Courcy et al. 2016). It can be categorized in two different types depending on his causes:  

 

1) Chronic inflammatory pain arises from peripheral tissue injury and inflammation. It is characterized 

by spontaneous pain and hypersensitivity to painful stimuli (hyperalgesia) and to normally nonpainful 

stimuli (allodynia). The mechanisms involved in the chronification of the inflammatory pain include 

peripheral sensitization, which causes increased excitability of nociceptive dorsal root ganglion (DRG) 

neurons innervating the inflamed tissue, and central sensitization (Weng et al. 2012). It is typically 

associated with rheumatoid arthritis and autoimmune diseases. 

2) Neuropathic pain results after a peripheral or central nerve injury which leads to damage or 

dysfunction of the nervous system. 

 

4.1 NEUROPATHIC PAIN 

As we introduced in the previous paragraph neuropathic pain is caused by a nerve injury which leads to 

damage or abnormal function of the somatosensory system. It can be classified in Peripheral or Central 

neuropathic pain based on the anatomic location of the lesion. 

 

• Peripheral neuropathic pain results from lesions of the peripheral nervous system (PNS) caused by 

mechanical trauma, metabolic diseases, neurotoxic chemicals, infection, or tumor invasion and 

involves multiple pathophysiological changes both within the PNS and in the CNS (Dworkin et al. 2003; 

Woolf and Mannion 1999).  
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• Central neuropathic pain is due to a lesion or disease of the spinal cord and/or the brain. 

Cerebrovascular disease affecting the central somatosensory pathways (post­stroke pain) and 

neurodegenerative diseases (notably Parkinson disease) are brain disorders that often cause central 

neuropathic pain. Spinal cord lesions or diseases that cause neuropathic pain include spinal cord 

injury, syringomyelia and demyelinating diseases, such as multiple sclerosis, transverse myelitis and 

neuromyelitis optica (Colloca et al. 2017). 

The conventional approach to neuropathic pain has been to classify it and treat it based on the underlying 

disease (Dworkin et al. 2007). However, such an etiological approach does not capture the essential 

features of neuropathic pain. The primary disease and the neural damage that it causes are only the 

initiators of a cascade of changes that lead to and sustain neuropathic pain. 

Furthermore, data clearly indicate that not one, but several mechanisms can lead to neuropathic pain. 

Importantly, many of these mechanisms do not depend on the cause of the disease: the same mechanism 

can be found in different diseases (Baron, Binder, and Wasner 2010). 

 

4.1.1 Epidemiology  

Neuropathic pain is a major health issue all over the world since it affects 7–10% of the general population. 

It is more frequent in women (8% versus 5.7% in men) and in patients over 50 years old (8.9% versus 5.6% 

in those under 50 years old) (Colloca et al. 2017). 

As explained in the previous paragraph, neuropathic pain is caused by a nerve lesion under different 

disease conditions. The most common conditions for peripheral neuropathic pain include trigeminal 

neuralgia, traumatic peripheral nerve injury, painful polyneuropathy, postherpetic neuralgia and painful 

radiculopathy. For central neuropathic pain, the most common etiologies are: chronic central neuropathic 

pain associated with spinal cord injury or with brain injury, chronic central post-stroke pain and chronic 

central neuropathic pain associated with multiple sclerosis (Scholz et al. 2019) (Figure 17).  
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Figure 17: Classification of chronic neuropathic pain (Adapted from Scholtz et al. 2019). 

 

Among the pain syndromes, neuropathic pain is one of the most difficult to treat (Radat, Margot‐Duclot, 

and Attal 2013). The conventional approach has been to classify and treat neuropathic pain on the basis 

of the underlying disease (Dworkin et al. 2007). However, such an etiological approach does not capture 

the essential features of neuropathic pain, which is the manifestation of maladaptive plasticity in the 

nervous system leading to an abnormal function of the somatosensory system (Costigan, Scholz, and 

Woolf 2009). 

Patients typically experience a distinct set of symptoms correlated with the altered transmission of 

sensory signals, such as burning and electrical-like sensations, and pain resulting from non­painful 

stimulations (such as light touch). Symptoms persist and have a tendency to become chronic and resistant 

to conventional pain medications (Colloca et al. 2017). The two most common symptoms are allodynia 

(nociceptive response to a normally non-nociceptive stimulus) and hyperalgesia (exaggerated response to 

a noxious stimulus) (Zhuo 2008). 
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4.1.1.1 Comorbidities  

The term comorbidity refers to the presence of two or more medical conditions simultaneously within a 

single individual. That is the case for patients suffering from neuropathic pain: besides the sensory 

symptoms, they frequently manifest mood disorders such as anxiety, depression and poor sleep. As 

previously mentioned, neuropathic pain is extremely difficult to treat and there is growing evidence that 

it may be partly because of psychological factors rarely taken into account in therapeutic management. 

Such comorbidities may have a significant impact on quality of life (Von Korff et al. 2005) and are often 

associated with a poorer response to therapy (Edwards et al. 2010). 

On this idea it has been proposed that neuropathic pain and its comorbid conditions represent negatively 

reinforcing pathologies. Thus, it is usually necessary to treat comorbid conditions as well as pain itself 

(Nicholson and Verma 2004). 

The most common comorbidities associated with neuropathic pain are: 

• Sleep disturbance. Several surveys of chronic pain of various etiologies have shown significant 

interference with sleep. Most patients reported that their difficulties with sleep started after they 

began experiencing chronic pain (Smith et al., 2000). Most studies show a positive correlation 

between pain intensity and degree of sleep disturbance (Nicholson and Verma 2004). 

• Anxiety and depression. Many studies and reviews have documented the high degree of comorbidity 

between depression and chronic pain disorders (Magni et al. 1990), and some evidences show that 

the incidence of depression among persons with chronic pain is higher than for other chronic medical 

illnesses (Banks et al 1996). Moreover, patients with higher self-rated pain experience a greater 

degree of tension/anxiety (Nicholson and Verma 2004) (Atkinson et al 1988). 

 

4.1.2 Pathophysiology of neuropathic pain  

Lesion of the somatosensory system results in the alteration of the electrical properties of the sensory 

nerves, which in turn leads to imbalances between central excitatory and inhibitory signaling. Indeed, 

preclinical studies have revealed several anatomical, molecular, and electrophysiological changes from 

the periphery to the central nervous system (CNS) that produce a gain of function, which results from a 

gain of excitation and facilitation and a loss of inhibition. Overall, these multiple alterations distributed 

widely across the nervous system led to the neuropathic pain phenotype by shifting the sensory pathways 

to a state of hyperexcitability (Colloca et al. 2017). These alterations involve modifications in the periphery 

at the level of primary and secondary sensory neurons and at the central level. 
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4.1.2.1 Primary sensory neurons: Ectopic neuronal activity 

Patients suffering from neuropathic pain experience ongoing spontaneous pain, numbness, and evoked 

pain. Spontaneous pain arises as a result of ectopic (ongoing) action potential generation within the 

nociceptive pathways following a nerve lesion and does not originate in response to a stimulus (Costigan, 

Scholz, and Woolf 2009).  

As shown in Figure 18, following peripheral nerve damage, spontaneous activity is generated at multiple 

sites, including in the neuroma (the site of injury with aborted axon growth), in the cell body of injured 

dorsal root ganglia (DRG) neurons (Figure 18A) (Amir, Kocsis, and Devor 2005), and in neighboring intact 

afferents (Figure 18B) (Wu et al. 2002). 

 

 

Figure 18: Primary sensory neurons. Schematic representation of the major mechanisms underlying 
peripheral neuropathic pain, their location, and the triggers responsible for their activation. (A) 
Mechanism involved when injured primary sensory neurons. (B) Mechanism involved when the primary 
sensory neurons are intact (adapted from Costigan, Scholz, and Woolf 2009). 
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The ectopic activity is caused by an increased expression of voltage-gated sodium channel in both injured 

and neighboring uninjured nociceptive afferents, leading to an increased excitability, signal transduction 

and neurotransmitter release (Baron et al. 2010 and Colloca et al 2017). In addition to voltage-gated 

sodium channels, several other ion channels such as voltage-gated potassium channels, probably undergo 

alterations after a nerve lesion which might also contribute to changes in membrane excitability of 

nociceptive nerves (Baron et al 2010). The changes in ion channel expression can be explained by the fact 

that following the injury, the neuron undergo various molecular and cellular changes to adapt to the new 

physiological state. Retrograde signal mediated by RasGTPase induces consequent transcriptional changes 

in the soma of the injured neurons leading to the production of new proteins or the suppression of existing 

ones (Yudin et al 2008). 

 

4.1.2.2 Second-order sensory neurons: Synaptic potentiation and central sensitization  

Central sensitization might develop as a consequence of ectopic activity in primary nociceptive afferent 

fibers (Figure 19). Ongoing discharges of peripheral afferent fibers that release excitatory amino acids and 

neuropeptides within the dorsal horn of the spinal cord leading to postsynaptic changes of second-order 

nociceptive neurons, such as phosphorylation of NMDA and AMPA receptors or expression of voltage-

gated sodium channels. Those mechanisms are similar to those underlying the Long-Term Potentiation 

(LTP) of synaptic responses already studied in many circuits in the brain. These changes induce neuronal 

hyperexcitability that enables low-threshold mechanosensitive Aβ and Aδ afferent fibers to activate 

second-order nociceptive neurons and expands their receptive fields, so a given stimulus excites more 

second­order nociceptive neurons, generating the so­called central sensitization (Baron, Binder, and 

Wasner 2010). 

These second­order changes could explain physical allodynia and are reflected by enhanced sensory 

thalamic neuronal activity, as supported by data from animal (Patel and Dickenson 2016) and human 

studies (Peyron et al 2016).  

Hyperexcitability can also be caused by a loss of GABA­releasing inhibitory interneurons that can also 

switch to exert consequently excitatory actions at spinal levels. In addition, there are less well-understood 

functional changes in non­neuronal cells within the spinal cord, such as microglia and astrocytes, which 

contribute to the development of hypersensitivity (Colloca et al. 2017). 
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Figure 19: Second-order sensory neurons (adapted from Costigan et al. 2009). 

 

4.1.2.3 Maladaptive brain plasticity 

Several preclinical and clinical studies have shown that chronic pain is not just associated with molecular 

or structural changes in peripheral afferents and spinal cord circuitry. Indeed, brain-imaging studies have 

shown that patients suffering from neuropathic pain present morphological and functional reorganization 

in cortical and subcortical areas compared to healthy controls (Bliss et al. 2016; Huang et al. 2019).  

To really comprehend the transitions from acute to chronic pain, the traditional understanding of central 

sensitization, primarily thought as a peripherally triggered process, needs to be expanded to include the 

role of supraspinal mechanisms. Brain reorganization is necessary for maintaining the central sensitization 

over the long term (Farmer, Baliki, and Apkarian 2012). 

Acute and chronic pain states share similar neural pathways. A major challenge is to uncover the networks, 

cellular and molecular mechanisms that differentiate chronic from acute pain (Bliss et al. 2016).  

 

One key hypothesis is the long-term potentiation (LTP) in the cortical synapses. Such potentiation or 

excitation persists for a long period of time, and consequently might generate abnormal neuronal spike 

activity in the brain without obvious peripheral sensory stimulation (Zhuo 2008). 

Long-term potentiation (LTP) and long-term depression (LTD) are forms of synaptic plasticity that have 

been widely studied in the context of learning and memory. Chronic pain can be thought of as a type of 

persistent sensory memory, and increasing evidence suggests that LTP and LTD in the dorsal horn of the 

spinal cord and cortical areas, are causally related to chronic pain (Bliss et al. 2016).  

Synaptic plasticity has been reported in many of the structures that are known to be involved in the 

processing of pain including the dorsal horn of the spinal cord (Ruscheweyh et al. 2011; Sandkühler and 
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Liu 1998) and numerous cortical structures. Among these higher centers, synaptic plasticity has been 

reported in the thalamus (Guilbaud et al. 1990; Zhao, Waxman, and Hains 2006), amygdala (Ikeda et al. 

2007), insular cortex (Liu et al. 2013), prefrontal cortex (Metz et al. 2009), anterior cingulate cortex (Zhuo, 

2004), and somatosensory cortices (Eto et al. 2011). Genetic, pharmacological, and electrophysiological 

approaches have been used to investigate the basic mechanisms for LTP, mostly in ACC synapses. 

 

 

Figure 20: Synaptic model for LTP in the ACC. Activation of glutamate NMDA receptors leads to an 
increase in postsynaptic Ca2+ in dendritic spines. Both NMDA receptor containing GluN2B (NR2B) and 
GluN2A (NR2A) subunits are important for NMDA receptor functions in the ACC neurons. Ca2+ serves as 
an important intracellular signal for triggering a series of biochemical events that contribute to the 
expression of LTP. Ca2+ binds to calmodulin (CaM) and leads to activation of Ca2+-stimulated adenylyl 
cyclases (Acs), mainly AC1 and Ca2+/CaM-dependent protein kinases. The trafficking of postsynaptic GluA1 
containing AMPA receptor contributes to enhanced synaptic responses. An NMDA receptor independent 
form of LTP can be also induced. Activation of L-type voltage-gated calcium channels (L-VGCCs) is 
important. It is likely similar calcium-dependent downstream signaling pathways are involved. In addition, 
activation of AC1 leads to activation of PKA-CREB, including MAP kinase (MAPK). Several candidate gene 
products may contribute to L-LTP, such as FMRP, BDNF and PKMζ. (Zhuo et al. 2014). 

 

As summarized in Figure 20, the release of neurotransmitters in the synaptic cleft activates the glutamate 

NMDA receptors that leads to an increase in postsynaptic Ca2+ influx within the dendritic spines. Ca2+ 

serves as an important intracellular signal for triggering a series of biochemical events that contribute to 
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the expression of LTP (Zhuo et al 2014). Four different biochemical events triggered by the increase of 

postsynaptic Ca2+ which might contribute to the expression of LTP have been identified (Zhuo et al 2008): 

• postsynaptic enhancement of glutamate AMPA receptor-mediated responses 

• recruitment of previously ‘silent’ synapses or synaptic trafficking or insertion of AMPA receptors 

• structural changes in synapses 

• presynaptic enhancement of the release of glutamate 

LTP is just one among the several mechanisms known to contribute to cortical sensitization.  

In his study from 2008, Zhuo summarized in his “cortical model for chronic pain” the cellular and synaptic 

mechanisms for chronic pain in the cortex (Figure 21). This model contains three different phases: 

I. Early phase: after the injury it follows a potentiation of the synaptic transmission, LTP, which can last 

for hours to days. Then, changes in presynaptic releases and postsynaptic receptors will follow. 

Moreover, possible changes in local inhibitory transmission may occur. 

II. Late phase: in this phase, prolonged structural changes are taking place, such as increased synthesis 

of key synaptic signaling proteins such as NMDA-NR2B receptors and novel signaling messengers. 

Trophic factors and other growth-related molecules might be involved in cortical reorganization. 

Some of these signaling proteins and receptors might even form positive feedback loops and induce 

prolonged excitation of cortical circuits. 

III. Enduring phase/brain reorganization: to maintain central sensitization over the long-term, 

reorganization of the cortical networks is needed, which can take years to occur. It consists in the 

formation of new structural connections within cortical areas. Such plastic changes are not limited to 

pain-related areas. Potential neuronal cell loss (including inhibitory neurons) might occur among 

certain populations of cells.  

The three proposed phases are mutually exclusive; early phase will likely interfere or set up events that 

are critical for the next phase. 
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Figure 21: Cortical model for chronic pain. Cortical plasticity and reorganization in chronic pain (Zhuo et 
al. 2008). 

 

Brain reorganization during chronic pain has been investigated by several groups using different 

techniques. These will be detailed later in paragraph 5. 

 

4.1.3 Treatments  

Neuropathic pain, due to the diversity in etiology, clinical manifestations and comorbidity, is extremely 

difficult to treat. Generally, the management of neuropathic pain focuses on treating symptoms because 

the cause of the pain can be rarely treated.  

Due to the complexity in finding a standardized treatment approach, researchers in the field have 

proposed guidelines, evidence-based recommendations and best practices for the diagnosis, assessment, 

and management of neuropathic pain (Finnerup et al. 2015) , in order to guide healthcare professionals 

and improve treatment outcomes. The guidelines approach proposed is to initiate the treatment with 

conservative pharmacological and complementary therapies before interventional strategies, such as 

nerve blocks and neuromodulation (Colloca et al. 2017).  



44 
 

Concerning the pharmacological therapy, there are different levels of intervention.  

• First-line treatments: antidepressant and antiepileptics have been the most studied drugs and 

confirmed their efficacy in various neuropathic pain conditions. Drugs like pregabalin, gabapentin, 

duloxetine and various tricyclic antidepressants. 

• Second-line treatments: high concentration capsaicin patches, lidocaine patches and tramadol. 

• Third-line treatments: Strong opioids and botulinum toxin A. 

 

If the pharmacological therapy is ineffective, the treatment will then proceed with an interventional 

therapy, such as nerve blocks or surgical procedures that deliver drugs to targeted areas, or modulation 

of specific neural structures. 

Few examples are: 

• Neural blockade and steroid injections. For trauma­related and compression­related peripheral 

neuropathic pain, perineural injection of steroids can provide transient relief from 1 to 3 months 

(Bhatia, Flamer, and Shah 2015). 

• Spinal cord stimulation. Application of low‐intensity electrical stimulation of large myelinated Aβ 

fibers based on the gate control theory as a strategy to modulate the pain signals transmitted by the 

unmyelinated C fibers (Figure 22A) (Melzack and Wall 1965). The most commonly used and studied 

neuromodulation strategy is the spinal cord stimulation with a monophasic square­wave pulse 

(frequency ranging 30–100 Hz), resulting in paresthesia in the painful region (Yearwood et al 2010). 

• Dorsal root ganglion, peripheral nerve and peripheral nerve field stimulation. Neurostimulation of 

afferent fibers outside the spinal cord and subcutaneous peripheral nerve field stimulation have been 

reported to provide pain relief in various chronic neuropathic pain states (Krames 2014; Petersen and 

Slavin 2014). 

• Epidural and transcranial cortical neurostimulation. Epidural motor cortex stimulation (ECMS), 

repetitive transcranial magnetic stimulation (rTMS) and trans­ cranial direct current stimulation (tDCS) 

of the pre­ central motor cortex at levels below the motor threshold have been proposed as treatment 

options for patients with refractory chronic neuropathic pain (Figure 22B) (Sukul and Slavin 2014). 

• Deep brain stimulation. The use of long­term intracranial stimulation for neuropathic pain remains 

controversial. The UK National Institute for Health and Care Excellence (NICE) guidelines recognize 

that the procedure can be beneficial in some patients who are refractory to other forms of pain 

control, but current evidence on the safety of deep brain stimulation shows significant potential risks, 

such as intra­operative seizure, lead fractures and wound infections (Tan et al. 2010) (Figure 
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22C).Intrathecal therapies. Intrathecal therapies have been developed to deliver drugs to targeted 

nerves through an implanted and refillable pump in patients with severe and chronic pain that is 

refractory to conservative treatments (Figure 22D) (Deer et al. 2012; Colloca et al. 2017). 

 

 

Figure 22: Examples of interventional treatments for neuropathic pain. (A) Spinal cord stimulation 
traditionally applies a monophasic square‑wave pulse (at a frequency in the 30–100 Hz range) that results 
in paraesthesia in the painful region. (B) Cortical stimulation involves the stimulation of the pre‑central 
motor cortex below the motor threshold, using either invasive epidural or transcranial non‑invasive 
techniques (such as repetitive transcranial magnetic stimulation (TMS) and transcranial direct current 
stimulation). (C) Deep brain stimulation uses high‑frequency chronic intracranial stimulation of 
the internal capsule, various nuclei in the sensory thalamus, periaqueductal and periventricular grey, 
motor cortex, septum, nucleus accumbens, posterior hypothalamus and anterior cingulate cortex as 
potential brain targets for pain control. (D) Intrathecal treatments provide a targeted drug delivery option 
in patients with severe and otherwise refractory chronic pain. The pumps can be refilled through an 
opening at the skin surface (Colloca et al. 2017). 
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As an alternative or complement approaches to the traditional pharmacological and interventional 

therapies, several non-pharmacological strategies have been investigated. Among such, physical therapies 

and exercise can help to reduce pain and prevent further deterioration. Acupuncture may help alleviate 

neuropathic pain by stimulating nerves and releasing endorphins. Music therapy, mindful and meditation 

therapies may help distract from pain, reduce anxiety and improve mood. Heat and cold therapy 

consisting in applying heat or cold to the affected area can help alleviate neuropathic pain by modulating 

pain signals and reducing inflammation.  

 

4.1.4 Rodent models of NP 

Due to the limited efficacy of the drugs, the aging population, polymedication in elderly patients and 

numerous drugs­related adverse effects (for example for opioids, antidepressant and antiepileptics), as 

we explained in the previous paragraph, finding an appropriate treatment for neuropathic pain is very 

complicated. Clinical studies are lacking to help and guide physicians in finding the optimal therapy for 

each patient. Hence, there is still much to understand about the basic mechanisms that lead to 

neuropathic pain in order to find better treatments. Therefore, various animal models have been 

developed, especially in rodents. They have been designed to study different aspects of pain: some mimic 

human diseases and others explore the basic pathophysiological mechanisms in the nervous system. 

Collectively, these models have great utility in exploring the maladaptive plasticity induced by neural 

damage (Costigan, Scholz, and Woolf 2009).  

In order to mimic the diverse etiology and consequently the diverse manifestations of neuropathy, 

different types of animal models have been developed: 

• Peripheral nerve injury models  

• Central pain models 

• Drug-induced neuropathy models  

• Disease-induced neuropathy models 

This paragraph will describe mostly models of peripheral nerve injury. Most of them focus on the lesion 

of the sciatic nerve. The ideal models should result in reproducible sensory deficits such as allodynia, 

hyperalgesia and spontaneous pain over a sustained period. 

These models depend on compression and/or section of the sciatic nerve. 

Some of the most common are (Figure 23):  
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1. Chronic Constriction Injury (CCI): this model has been developed by Bennett and Xie in 1988. It consists 

of some ligatures (3 to 4) placed around the sciatic nerve (Figure 23A). It leads to nerve injury and 

subsequent neuropathic pain symptoms. The behavioral changes include mechanical and thermal 

hyperalgesia, chemical hypersensitivity and cold allodynia. These symptoms have been evidenced to 

develop within a week with maximal pain-related behaviors and postural asymmetries during the 

second week after the surgery (Bennett and Xie 1988; Jaggi, Jain, and Singh 2011). 

2. Spared Nerve Injury (SNI): this model has been developed by Decosterd and Woolf in 2000. This model 

involves selective ligation and transection of some branches of the sciatic nerve, leaving others intact. 

As shown in Figure 23B, the sciatic nerve has three terminal branches: the sural, the common peroneal, 

and the tibial nerves. In this model the sural nerve is spared and the other two nerves, tibial and 

common peroneal, are axotomized. Two variants of SNI have also been developed using the same 

surgical techniques, but with different combinations of nerve transections (Jaggi, Jain, and Singh 2011). 

Mechanical and thermal hyperalgesia and allodynia have been noted to occur within 4 days of injury 

and persist for several weeks (up to 6 months) postinjury (Bourquin et al. 2006).  

3. Partial Sciatic Nerve Ligation (PSNL): this model has been developed by Seltzer and collaborators in 

1990.  PSNL involves the tight ligation of a portion of the sciatic nerve, resulting in partial nerve injury 

and neuropathic pain symptoms (Figure 23D). The behavioral alterations like cold allodynia, chemical 

hyper-reactivity, and mechanical hyperalgesia have been noted to occur within 1 week after the surgery 

and most of the changes persist for 6 weeks (Jaggi, Jain, and Singh 2011). 

4. Spinal Nerve Ligation (SNL): this model has been developed by Kim and Chung in 1992. This model 

consists in ligaturing the spinal nerves L5 and L6 (Figure 23D). Behavioral alterations such as mechanical 

allodynia, cold allodynia, thermal hyperalgesia, and spontaneous pain have been noted to develop 

within 24-48 h and persist for approximately 10-16 weeks (Jaggi, Jain, and Singh 2011). 
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Figure 23: Most common peripheral nerve injury rodents’ models. (A) Chronic Constriction Injury (CCI), 
(B) Spared Nerve Injury (SNI), (C) Partial Sciatic Nerve Ligation (PSNL), (D) Spinal Nerve Ligation (SNL). 

 

4.1.4.1 The sciatic nerve cuffing model  

 

4.1.4.1.1 Sciatic nerve cuffing model in mice 

In 1996, Mosconi and Kruger developed a model of peripheral neuropathic pain in which short cuffs (2 

mm in length, inner diameter 0.7 mm) of polyethylene tubing were surgically implanted around the main 

branch of the sciatic nerve in rats. With an ultrastructural morphometric analysis of axonal alterations, 

they showed that cuff-implantation minimizes the variability in the degree of nerve constriction 

(Benbouzid et al. 2008). This model has been well described in rats by several research groups (Mosconi 

and Kruger 1996; Pitcher, Ritchie, and Henry 1999; Coull et al. 2003). Recently has also been developed in 

mice (C57Bl/6J) by Benbouzid and collaborators in 2008. 

 

4.1.4.1.2 Surgical procedures 

The surgical procedures developed by Benbouzid and collaborators consist in exposing the main branch 

of the right sciatic nerve and implanting around it a cuff of PE-20 polyethylene tubing of standardized 

length (2 mm, ID = 0.38 mm, ED = 1.09 mm; PE-20, Harvard Apparatus, Les Ulis, France) (Figure 24). The 

shaved skin layer is then closed and sutured (Benbouzid et al. 2008). 
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Figure 24: Cuff-implantation. The common branch of the right sciatic nerve was isolated and a 2 mm 
section of split PE-20 polyethylene tubing was placed around it (Benbouzid et al. 2008). 

 

4.1.4.1.3 Behavioral characterization 

In 2008, Benbouzid and collaborators studied the behavioral consequences of this model in mice. They 

evaluated nociceptive parameters by using the von Frey hairs and the Plantar test to respectively assess 

mechanical and thermal nociceptive sensitivities. Then, they evaluated the alteration of some aspects of 

spontaneous behavior and assessed the emotional consequences of the model. 

Thermal sensitivity was assessed using the Hargreaves’s method, showing a development of heat 

hyperalgesia. As shown in Figure 25, the cuff-implanted group presents a significant ipsilateral decrease 

in the latency for paw withdrawal as compared to the control group. The hyperalgesia to a hot stimulus 

disappeared by 3 weeks post-surgery (Figure 25A). They evaluated the mechanical sensitivity by using Von 

Frey filaments, cuff-implanted mice showed mechanical allodynia which persisted for at least 60 days after 

the surgery (Figure 25B).  

 

 

Figure 25: Thermal and mechanical responses after cuff implantation. (A) The cuff implantation induced 
an ipsilateral thermal hyperalgesia that disappeared around 3 weeks post-surgery and (B) the cuff 
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implantation induced an ipsilateral mechanical allodynia that persisted at least 2 months (Benbouzid et 
al. 2008). 
 

Moreover, they assessed the emotional consequences of this model by testing the anxiety-like behavior 

with the elevated plus-maze and the marble burying test. They found that the cuff-implanted mice 

developed an anxiety-like phenotype. It was evidenced by the reduction of time spent in the open-arms 

of an elevated plus-maze (Figure 26A) and by the increased number of buried marbles in the marble 

burying test (Figure 26B). 

 

 

Figure 26: Anxiety-like behavior after cuff implantation. (A) In the elevated plus-maze, the number of 
arm entries was not different between Cuff and Sham animals, but cuff implantation induced a decrease 
in the time spent in the open arms (Benbouzid et al. 2008). 

 

These results show that the sciatic nerve cuffing model induces nociceptive symptoms, such as ipsilateral 

thermal hyperalgesia and ipsilateral mechanical allodynia. Moreover, they show that the cuff implantation 

has minor consequences on the spontaneous behavior of the animals but induces an anxiogenic state 

from 4 to 6 weeks post-surgery. They characterized this model as a good and ethically acceptable animal 

model for the study of sustained neuropathic pain (Benbouzid et al. 2008). 

Other groups have further characterized the neuropathic behavior of this model. Especially, Yalcin and 

collaborators in 2011, and then Barthas and collaborators in 2015, highlighted the importance of the time 

factor in the development of the symptoms and especially in the arising of comorbidity. They showed that 

neuropathic pain induced anxiety and depression-related behaviors in a precise chronology. Indeed, 
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neuropathic mice developed anxiety-related behavior from 4 weeks after the surgery, whereas 

depression-related behavior was only observed after 6 weeks following the induction of the model. 

In 2014, Dimitrov and colleagues showed that depressive-like behaviors are still present 2 weeks after 

recovery from mechanical hypersensitivity, raising the question of whether these consequences of chronic 

pain might be maintained in the long-term, independently from sensory aspects. 
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5 FUNCTIONAL CONNECTIVITY 

5.1  STRUCTURAL AND FUNCTIONAL CONNECTOMES 

The organization of the brain has been extensively studied by the neuroscience community because it is 

crucial for a better understanding of sensory perception, cognition and behavior.  

The brain organization has been investigated at different levels, from the microscopic organization by 

studying neurons and the synapses connections. The microscopic characteristics of neurons guide to a 

macroscopic anatomical segregation based on cyto-, myelo- and/or receptor architecture resulting in the 

characterization of brain regions detailing the structural heterogeneity of the cerebral cortex (Eickhoff 

and Müller 2015). This represents the concept of functional segregation, or to rephrase it, it refers to the 

fact that the brain, particularly the cerebral cortex, can be subdivided into regionally distinct modules that 

differ from each other in terms of microanatomy and response characteristics. Those modules are 

physically connected to each other by fiber tracts containing multiple individual axons. Such structural 

connections are a prerequisite for any interaction between different parts of the brain. And this explains 

the dynamic interplay and exchange of information between different brain regions. Several studies have 

demonstrated that, to perform cognitive tasks, the interconnection and the integration of different brain 

regions is needed; no brain region by itself is sufficient to perform a particular cognitive, sensory or motor 

process. This represents the principles of functional integration. 

The brain is organized along these two fundamental principles, which are not necessarily in contrast, but 

rather complement each other; functional integration represents the interaction between specialized 

regions, each performing a distinct computational subprocess (Eickhoff and Müller 2015). 

By this principle, we are identifying the brain as a complex network of local circuits and long-range fiber 

pathways. This complex network forms the structural substrate for distributed interactions among 

specialized brain systems (Hagmann et al. 2008). Thus, the brain’s organization can be modelled as a 

connectivity matrix, called ‘connectome’. Several studies have established two types of connectivity in the 

brain: the structural and the functional (Figure 27) (Cabral, Kringelbach, and Deco, 2017). 

 



53 
 

 

Figure 27: Structural and Functional connectivity. (A) Advanced tractography algorithms allow 
reconstructing the white matter fiber tracts from Diffusion-MRI. The structural connectivity matrix SC 
(n,p) is estimated in proportion to the number of fiber tracts detected between any two brain areas n and 
p. (B) On the other hand, the functional connectivity matrix FC (n,p) is computed as the correlation 
between the brain activity (e.g. BOLD signal) estimated in areas n and p over the whole recording time. 
Here, the areas refer to 90 non-cerebellar brain areas from the AAL template (Cabral, Kringelbach, and 
Deco, 2017). 

 

Structural (or anatomical) connectivity (SC) corresponds to the anatomical white-matter fibers 

connecting brain areas, representing the scaffold on which any transfer of information may take place. It 

represents the wiring diagram of the entire brain. 

Given the massive range of connectivity in the mammalian brain, it can be studied and described at 

multiple levels: macro-, meso- and microscale.  

At the macroscale level, long-range, region-to-region connections can be inferred from imaging white 

matter fiber tracts through diffusion tensor imaging (DTI) in the living brain (Van Essen et al. 2013).  

At the microscale level, connectivity is described at the level of individual synapses, for example, through 

electron microscopic reconstruction at the nanometer scale (Bock et al. 2011).  
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At the mesoscale level, both long-range and local connections can be described using a sampling approach 

with various neuroanatomical tracers that enable whole-brain mapping across many animals. An example 

of a mesoscale connectome of the adult mouse brain is shown in Figure 28, with a specific focus on the 

structural cortico-striatal (Figure 28C) and cortico-thalamic projections (Figure 28D). 

 

 

Figure 28 Structural (or anatomical) connectivity (SC) of the mouse brain. Axonal projections from 
regions throughout the brain are mapped into a common 3D space using a standardized platform to 
generate a comprehensive and quantitative database of inter-areal and cell-type-specific projections. 3D 
tractography path in the (B) isocortex, (C) caudoputamen, (C) thalamus (Oh et al. 2014). 

 

Functional connectivity represents the coupling and the dynamic interaction between different parts of 

the brain, it denotes the interactions between regional activity and hence the dynamic within the 

respective networks (Eickhoff and Müller 2015). It represents different neural activation patterns that 

spontaneously emerge from a single structural, anatomical network. 

 

While structural connectivity describes the physical wiring of the brain, functional connectivity examines 

how these regions work together and communicate during different tasks or states, even if they are not 

directly anatomically connected. However, structural and functional connectivities are not in contrast, but 

rather share similarities in the brain networks they respectively define (Cabral, Kringelbach, and Deco, 

2017). In 2008, Hagmann and collaborators, using diffusion imaging techniques (DTI), constructed a 
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connection map covering the entire cortical surface. They found that regions of the cortex that are highly 

connected and highly central form a structural core. Key components of this core are portions of the 

posterior medial cortex that are known to be highly activated at rest when the brain is not engaged in a 

cognitively demanding task. They found that structural connection patterns and functional interactions 

between regions of the cortex were significantly correlated. Their interpretation suggests that the 

structural core of the brain may have a central role in integrating information across functionally 

segregated brain regions (Hagmann et al. 2008). With this work and several others, it was demonstrated 

that neuroanatomical network structure can shape spontaneous brain activity on a very slow timescale, 

giving rise to consistent patterns of functional connectivity (Cabral, Kringelbach, and Deco, 2017). 

Integrating both structural and functional connectivity data is crucial for gaining a comprehensive 

understanding of brain organization and function.  

5.2  RESTING STATE FUNCTIONAL CONNECTIVITY  

5.2.1 Discovery of the resting state functional connectivity 

Analyzing functional connectivity (FC) can provide insights into how different brain regions are 

coordinated and communicate with each other to support various cognitive functions.  

For example, analysis of the FC can be conducted during the performance of a task in order to detect all 

those brain regions that are activated by the stimulus and the circuits they form. Through functional 

studies, neuroimaging has brought forward invaluable information to the field of neuroscience. These 

studies investigated the changes in blood oxygen level dependent (BOLD) signal during a task (eyes open 

in the example given in Figure 29) and compared to the signal during the baseline period (eyes closed), 

giving rise to maps of significant changed during the task (Figure 29) (Fox and Raichle 2007). These maps 

represent the brain regions being activated by the experimental paradigm. 

 

Note that the nature of BOLD signal will be detailed in paragraph 6. 
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Figure 29: Task-based FC. (A) Unaveraged blood oxygen level dependent (BOLD) time course (magenta) 
from a region in the primary visual cortex during a simple task paradigm that requires subjects to open 
and close their eyes. The paradigm is shown in blue (delayed to account for the haemodynamic response). 
(B) subtraction of the eyes-closed condition from the eyes-open condition identifies a BOLD signal 
intensity difference in the primary visual cortex (Fox and Raichle 2007). 

 

However, looking at the BOLD time-series in Figure 29, aside from the pattern of activity, the BOLD signal 

fluctuates during the baseline. Initially, these spontaneous fluctuations were considered as “noise” in 

task-response studies. Nevertheless, several researchers have focused their efforts on measuring and 

interpreting these signals. In particular, Biswal and collaborators in 1995 recorded the BOLD signal in 

subjects that were not subjected to any stimulus. They extracted the time course of the BOLD signal from 

a seed region, the left somatomotor cortex, and studied the temporal correlations between this signal 

and those of all other brain voxels (Fox et al. 2005; Hampson et al. 2002; Gillebert and Mantini 2013). They 

observed that a large number of bilateral structures fluctuate coherently. Also, each type of 

synchronization was specific to a precise network. Importantly, the networks defined by their coherent 

fluctuations were functionally altered in neurological disorders, where these pathways are altered, such 

as in Alzheimer’s disease. These findings were soon confirmed in animal models. 

 

Therefore, spontaneous BOLD signal in the human brain at rest is not random, but is specifically organized, 

allowing the study of functional connectivity at rest. Such measure opens new avenues in the 

neuroimaging field, as it allows  the individual mapping of the brain functional organization in the absence 

of task or external input (Fox and Raichle 2007). This approach permits to study the neuronal baseline 

activity of the brain and identify functionally relevant resting-state networks (Damoiseaux et al. 2006; 

Gillebert and Mantini 2013).  

 

The study from Biswal and colleagues has revealed the first Resting State Network (RSN) reported in the 

literature. Since then, many other RSNs have been reported. These include the visual (Damoiseaux et al. 
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2006; Mantini et al. 2007), auditory (Damoiseaux et al. 2006; Mantini et al. 2007), default (Damoiseaux et 

al. 2006; Fox et al. 2005; Greicius et al. 2003; Mantini et al. 2007), self-referential (Mantini et al. 2007), 

core (Dosenbach et al. 2007), dorsal and ventral attention (Fox et al. 2006), frontoparietal control (Vincent 

et al. 2008), and language networks (Hampson et al. 2002; Gillebert and Mantini 2013) (Figure 30).  

 

 

Figure 30: Resting State Networks (RSN). Networks of functionally related brain regions revealed by seed-
based connectivity. By comparing the blood oxygen level–dependent (BOLD) signal between a seed region 
(each blue sphere) and the rest of the brain, it is possible to generate a correlation map that reveals the 
whole network of regions with brain activity similar to that of the seed. In the figure, the spatial maps of 
eight main resting state networks are shown: visual, sensorimotor, auditory, default, dorsal attention, 
ventral attention, core, and self-referential. The color code indicates the correlation strength (Gillebert 
and Mantini 2013). 

 

5.2.2 Approaches to study the functional connectivity  

The notion behind the connectivity approach is that areas presumed to be coupled or being part of the 

same functional network, exhibits coherent spontaneous fluctuations. The strength of connection 
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between them is measured by the force of these correlations. To rephrase, two regions are functionally 

connected if the increased activity in one region is correlated with the increased activity in another 

(Eickhoff and Müller 2015). FC can be recorded and evaluated using different techniques that are able to 

record neuronal activity, either directly or indirectly. The most used are: 

1. Electroencephalography (EEG), records electrical activity generated by groups of neurons in the brain, 

using electrodes placed on the scalp. Functional connectivity can be inferred from EEG data by 

analyzing the synchrony or coherence of neural oscillations between different brain regions. 

2. Magnetoencephalography (MEG): Similar to EEG, MEG measures the magnetic fields produced by 

neuronal activity in the brain. Functional connectivity can be assessed using MEG by analyzing the 

synchronization of neural oscillations across brain regions. 

3. Functional Magnetic Resonance Imaging (fMRI): is the leading technique for the study of FC. With this 

technique, the functional connectivity is estimated by the study of low-frequency (<0.1 Hz) 

spontaneous fluctuations in the blood oxygen level–dependent (BOLD) signal. The signal is compared 

between multiple brain regions, and the linear correlation coefficients between regionally-averaged 

BOLD time-series is estimated (Eickhoff and Müller 2015). Then, the selective correlations are used to 

map the organization of brain systems (networks) (Fox and Raichle 2007; Gillebert and Mantini 2013). 

 

5.2.3 Analysis of the functional connectivity 

5.2.3.1 Seed-based analysis 

There are different approaches to study FC. In the studies delineated up to this point, the functional 

connectivity (FC) analysis was performed using a seed-based correlation approach. These analyses are 

performed on one a priori defined region of interest (seed region), whose activity pattern is then cross-

correlated with every identified voxel of the brain.. Functional connectivity between the seed and the rest 

of the brain may then be quantified and statistically tested by using different approaches, in particular 

linear correlation coefficients, which in most cases are subsequently transformed into Fisher Z-scores for 

standardization (Eickhoff and Müller 2015). An example of the result is shown in Figure 31. 
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Figure 31: Example of seed-based functional connectivity analyses. Based on a functionally defined seed 
in the hand area of the left primary motor cortex (blue), functional connectivity was delineated by resting-
state functional connectivity analyses (adapted from Eickhoff and Müller 2015). 

 

This approach is broadly used due to its simplicity, sensitivity and ease of interpretation. However, it has 

some disadvantages. The results are dependent on the a priori definition of the seed region and multiple 

systems cannot be studied simultaneously. 

In response to these limitations, other approaches have been proposed (Fox and Raichle 2007). 

 

5.2.3.2 Static and Dynamic functional connectivity 

5.2.3.2.1 Static functional connectivity 

In order to study the connectivity between many regions simultaneously, a global parcellation of the brain 

based on anatomical atlases is required.  The time courses from all identified regions are obtained and a 

correlation matrix is constructed (Figure 32B). A clustering algorithm is then used to determine which 

regions are most closely correlated and which regions are more distantly correlated (Fox and Raichle 

2007). An example of FC analysis covering the entire brain is shown in Figure 32, where functional 

connectivity is represented as a matrix with rows and columns representing nodes (seed regions) and each 

element of the matrix representing the edge strength or functional connection between the 

corresponding nodes (Figure 32B) (Menon and Krishnamurthy 2019). 
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Figure 32: Example of a static functional connectivity analysis covering the entire brain. (A) The whole 
brain was subdivided into 1600 equally sized regions of interests. (B) Resting-state functional connectivity 
was then determined by correlating all 1600 nodes with each other resulting in a full connectivity matrix 
for the entire brain (Eickhoff and Müller 2015). 
 

The correlation matrix shown in Figure 32 is obtained with a static approach to the analysis of the FC. 

This approach considers the connectivity patterns between regions as time-invariant, meaning they do 

not change over the data acquisition period. As shown in panel B (Figure 32) the static approach considers 

the data as stationary by cross-correlating the time-series extracted over the complete acquisition. The 

result consists in a correlation matrix showing the strength of connections between different regions but 

does not capture potential temporal fluctuation in the connectivity.  

 

5.2.3.2.2 Dynamic functional connectivity 

Several researchers questioned the assumption that resting-state functional connectivity patterns are not 

changing overtime (C. Chang and Glover 2010) and  proposed a different approach, illustrated in panel C 

and D in Figure 33. They considered that brain regions might exhibit different patterns of communication 

over time (White and Calhoun 2019). By considering the temporal variations in functional connectivity 

over the course of the acquisition, we are able to reveal the dynamics of the connectivity patterns. The 

dynamic FC analysis consists in cross-correlating the time-series over a shorter sliding time windows 

(Figure 33C). Then, by applying a K-means clustering algorithm, recurring connectivity patterns are 

identified and grouped as different functional brain states occurring during the data acquisition period 
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(Figure 33D). The dynamic approach enables to capture changes in the network’s interaction providing 

insight into the dynamic organization of brain regions connections and flexibility. 

 

 

Figure 33: Static and dynamic FC. Matrices derived from fMRI time series. Static FC was calculated using 
Pearson correlation coefficients of the entire time series; however, dynamic FC was calculated considering 
a moving window of the time series and finding the major repeating FC matrices using a clustering 
algorithm (Menon and Krishnamurthy 2019). 

 

To conclude, static and dynamic FC approaches have their advantages and limitations. Static FC provides 

the overall connectivity patterns but may overlook transient changes in connectivity. Dynamic FC, on the 

other hand, captures temporal dynamics and offers insights into network flexibility but requires additional 

computational methods and may be more sensitive to noise. 

Overall, integrating static and dynamic FC analyses can provide a more comprehensive understanding of 

brain function and connectivity, allowing to explore both stable network configurations and transient 

fluctuations in neural interactions. 

 



62 
 

5.3  INVESTIGATING THE MALADAPTIVE BRAIN PLASTICITY IN NEUROPATHIC PAIN USING 

MEASUREMENTS OF FUNCTIONAL CONNECTIVITY 

As introduced in paragraph 4 section 4.1.2.3, it has been documented that persistent pain is also 

correlated with brain reorganizations and consequently FC patterns disruption. 

Several studies have shown that patients suffering from chronic pain present morphological and 

functional reorganization in cortical and subcortical areas compared to healthy controls (Bliss et al. 2016; 

Huang et al. 2019). Morphological changes refer to alterations in the physical structure of the brain, such 

as alterations in grey-matter volume, in glial activity, in structural integrity and connectivity of white 

matter. Functional reorganization, on the other hand, pertains to changes in how different brain regions 

communicate and process information. For example, altered resting-state and pain-evoked functional 

connectivity, expansion and shifts of cortical representations and impaired descending inhibitory control 

(Figure 34). 

 

 

Figure 34: Structural and functional changes in the human brain in chronic pain (Kuner and Flor 2017). 
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5.3.1 Structural plasticity 

In 2004, Apkarian and collaborators conducted the first study that revealed brain morphological 

abnormalities in chronic pain patients. They demonstrated morphological reorganization in the neocortex 

of patients suffering from chronic back pain (CBP). Using structural magnetic resonance imaging (MRI), 

they found evidences for a decrease in grey matter density, indicative of brain atrophy, in CBP patients 

compared to controls (Figure 35, (A. V. Apkarian et al. 2004; A. V. Apkarian, Baliki, and Geha 2009a).  

 

 

Figure 35: Regional gray matter density decreases in CBP subjects. (A)  bilateral decrease in grey matter 
density in the dorso-lateral prefrontal cortex (DLPFC), and in panel B, in the right anterior thalamus (A. V. 
Apkarian et al. 2004; A. V. Apkarian, Baliki, and Geha 2009a). 

 

With this study, Apkarian and collaborators demonstrated that, during chronic pain, the brain undergoes 

structural reorganization, with grey matter density appearing to decrease locally in pathological 

conditions. 

 

In their study published in 2013, Farmer and collaborators developed the idea that chronic pain re-shapes 

the brain. They revised several studies conducted in different pain conditions and, across all these studies, 

most of them show grey matter alterations (that could be increased or decreased) in chronic pain 

patients. Many studies have identified alterations, especially located in brain regions associated with pain 

processing (A. V. Apkarian, Baliki, and Geha 2009a; V. A. Apkarian, Hashmi, and Baliki 2011; A. V. Apkarian 

et al. 2004; M. N. Baliki, Baria, and Apkarian 2011; M. N. Baliki et al. 2008; Marwan N. Baliki et al. 2011). 

Data also suggests that different pain conditions exhibit distinct alterations patterns, reflecting not only 
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pain, but also the clinical manifestations associated with the disease (Marwan N. Baliki et al. 2011), as 

shown in Figure 36. Patterns of grey matter changes distinguish chronic back pain (CBP), osteoarthritis 

(OA), and complex regional pain syndrome (CRPS) from healthy individuals. This study demonstrated that 

structural reorganization follows distinct trajectories for different types of chronic pain (Marwan N. Baliki 

et al. 2011). 

 

 

Figure 36: Cortical grey matter interrelationships (structural covariance) are specific for different 
chronic pain groups. (A) The relationships between grey matter regions were studied by calculating pair-
wise correlations of grey matter density between the 82 Brodmann Area-defined regions (left panel) 
across subjects, separately for healthy controls, CBP, CRPS, and OA. The resulting correlation matrices 
show widespread increases in correlation strength in all three patient groups, compared to controls. (B) 
Graph representation of the data in (A) showing the association between the pairs of regions. Red and 
blue lines represent positive and negative correlations (links), grey date are the pairs of regions (nodes) 
(adapted from (Farmer, Baliki, and Apkarian 2012). 

 

These results suggest a long-term change in brain architecture, although the precise mechanisms of this 

restructuring have not been yet fully characterized. Besides, a large spectrum of studies of chronic pain 

populations have shown reductions in grey matter that are not found in healthy cohorts, and a successful 

treatment for chronic back pain appears to partially reverse grey matter atrophy (Seminowicz et al. 2011). 

Collectively, these evidence reinforce the notion that the brain’s structure dynamically reflects the clinical 

pain state (Farmer, Baliki, and Apkarian 2012). 
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Moreover, several groups among which Cauda and collaborators (2014) applied a network approach to 

study the gray matter alterations and found that chronic pain alters brain dynamics beyond pain 

perception, by indeed distorting spatial and temporal properties of large-scale brain networks (Farmer, 

Baliki, and Apkarian 2012).  

In their study, they have identified three regional clusters of shrinkage and two of gray matter expansion.  

Increased gray matter volume were observed not only in the somatosensory and somatomotor areas, as 

previously reported (P. Schweinhardt et al. 2008), but also in the operculo-insular cortex. 

Decreases were observed in the fronto-parietal regions, temporal and pontine regions and in the anterior 

insula.  

The increase and the decrease occur within distinct neural networks. As already suggested by previous 

studies on chronic pain, it is highly likely that differential networks respond to noxious and painful stimuli 

in a different manner and with different temporal envelopes (Cauda et al. 2014; Mayhew et al. 2013; 

Moulton et al. 2012).  

 

5.3.2 Alterations of brain functional response in chronic pain diseases 

In this paragraph we will describe some examples of studies of alteration in the functional response to 

nociception in chronic pain patients. 

In 2006, Baliki and Apkarian conducted one of the earliest studies demonstrating alterations in functional 

response in chronic pain. By investigating the specific condition of spontaneous pain in patients suffering 

from CBP, they identified increased activity in the medial prefrontal cortex (mPFC), which might be linked 

to spontaneous pain sensation. Their functional study suggests that, when spontaneous pain of CBP is 

high and sustained, it engages brain areas involved in emotion, cognition, and motivation (M. N. Baliki et 

al. 2006; Davidson 2002; Dolan 2002; Phelps et al., 2004), and these changes are associated with the 

intensity of chronic back pain experienced by the patients (M. N. Baliki et al. 2006). 

 

Consequently, a large number of studies have investigated the changes in cerebral blood volume or local 

neuronal activity in several chronic pain conditions and have shown increased or decreased responses in 

different brain areas classically activated by noxious stimulations, or not (see for reviews Moisset and 

Bouhassira 2007; Lin 2014; R. Peyron, Laurent, and García-Larrea 2000; A. V. Apkarian et al. 2005b).  

In CBP patients, there is a dissociation in the coding of pain intensity between the brain regions involved 

in the sensory (insula) and in the emotional aspects of pain (medial prefrontal cortex) (Marwan N Baliki et 
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al. 2006). Also, Hasmi et al. showed in a longitudinal study that in healthy/acute/subacute and chronic 

back pain patients, brain activity for back pain in the early, acute/subacute back pain group was limited 

to regions involved in acute pain, whereas in the chronic back pain group, activity is confined to emotion-

related circuitry (Hashmi et al. 2013a). The results demonstrate that brain representation for back pain 

can undergo large-scale shifts in brain activity with the transition to chronic pain (Hashmi et al. 2013a).  

 

Furthermore, PET studies showed, using a radiotracer of dopaminergic neurotransmission that the 

dopaminergic neurotransmission was altered in the ventral striatum of chronic non-neuropathic back pain 

patients (Martikainen et al. 2015). Interestingly, an fMRI study showed that VTA (Ventral Tegmental Area) 

activity during pain and anticipation of both pain and relief periods was dramatically reduced or abolished 

in fibromyalgia patients (Loggia et al. 2014). As the VTA is a source for reward-linked 

dopaminergic/GABAergic neurotransmission in the brain, this observation agrees with reports of altered 

dopaminergic/GABAergic neurotransmission in fibromyalgia. These results highlight the existence of an 

alteration in the mesolimbic dopaminergic reward circuit in chronic pain conditions. 

 

5.3.3 Alterations of the functional connectivity in chronic pain diseases 

FC alterations in chronic pain involved changes in the communication and coordination of activity 

between different brain regions. While specific alterations may vary depending on factors, such as the 

etiology of neuropathic pain and individual differences, several brain regions commonly exhibit FC 

alterations in patients with neuropathic pain.  

Below, are presented some of key regions involved in the impaired functional brain reorganization. 

 

5.3.3.1 Functional connectivity alteration in the Default Mode Network (DMN) 

The default mode network (DMN) was shown to be altered in several neurological conditions, such as 

Schizophrenia and Alzheimer’s disease. Disturbances in the correlation structure of spontaneous activity 

were reported in several pathological states (see Whitfield-Gabrieli and Ford 2012; Fox and Greicius 

2010for review), including Alzheimer’s disease (Greicius et al. 2004), multiple sclerosis (Lowe et al. 2002), 

depression (Greicius et al. 2007), schizophrenia (Salvador et al. 2007). They are related to the severity of 

the disease (He et al. 2007; Greicius et al. 2007) and recovery from functional deficits (He et al. 2007), and 
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have shown good segregation between healthy and patient populations (Greicius et al. 2004), suggesting 

that intrinsic activity may hold valuable diagnostic and prognostic information. 

Interestingly, Apkarian and collaborators compared the changes in three chronic pain pathologies 

(Chronic back pain, CRPS and osteoarthritis) and showed that in all three chronic pain conditions, the DMN 

was altered with some common features, such as a decreased connectivity of medial prefrontal cortex 

(mPFC) to the posterior constituents of the DMN, and increased connectivity to the insular cortex in 

proportion to the intensity of pain. However, as already suggested by the same team in a previous review, 

each pathology displayed a particular ‘signature’ of these alterations (Marwan N Baliki et al. 2014; 2011; 

A. V. Apkarian, Baliki, and Geha 2009a). Therefore, chronic pain seems to reorganize the dynamics of the 

DMN, and this is maybe one of the underlying mechanisms of the maladaptive physiology of different 

types of chronic pain.  

Importantly, many of these alterations were observed in brain areas of the emotional and reward 

circuitries, providing a possible explanation for high incidence of comorbid affective disorders in chronic 

pain patients. 

 

5.3.3.2 Functional connectivity alterations in the Sensory Motor Network (SMN) 

The SMN encompasses brain regions involved in the processing of sensory information and motor control, 

including primary somatosensory cortex (S1), primary motor cortex (M1), supplementary motor area 

(SMA), and premotor cortex (PMC). For example, Hotta and colleagues, in their study (2023) on CRPS 

patients revealed multiple alterations in FC of the primary sensorimotor cortex. They found a decrease in 

the interhemispheric FC between primary sensorimotor cortex (SM1) areas and a strengthened FC 

between SM1 and the right anterior insula (AI) and periaqueductal grey matter (PAG). Specifically, their 

results suggest that chronic pain reshapes the cortical SMN, with somatotopic emphasis (Hotta et al. 

2023). Changes in FC within the SMN may reflect disruptions in sensorimotor integration, motor planning, 

and execution processes in individuals with neuropathic pain. 

 

5.3.3.3 Prefrontal cortex 

The medial part of the PFC (mPFC) is involved in emotional and cognitive processing in chronic pain (Kang 

et al. 2019). The prelimbic and infralimbic mPFCs receive inputs from brain regions including the 

basolateral amygdala (BLA), hippocampus, thalamus, and contralateral mPFC and send excitatory 
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projections to the amygdala (J. M. Thompson and Neugebauer 2019). Chronic pain is considered to 

develop as a result of the persistence of pain memory and inability to erase pain memory after injury (A. 

V. Apkarian, Baliki, and Geha 2009b). Moreover, preclinical evidence suggests that mPFC function is 

associated with pain states, based on electrophysiological studies in anesthetized rats showing a reduction 

in evoked and background activity in the mPFC in acute arthritis pain (Ji and Neugebauer 2014; Ji et al. 

2010). 

 

5.3.3.4 Anterior Cingulate Cortex 

The ACC is associated with affective and motivational aspects of pain (L. Becerra et al. 2013; Navratilova, 

Atcherley, and Porreca 2015; Neugebauer et al. 2009; Neugebauer 2015). Nociceptive inputs are sent 

from the medial thalamus to ACC and combined with motivation and affective information received from 

other areas of the brain, such as the insular cortex, mPFC, and BLA (M. Catherine Bushnell, Čeko, and Low 

2013; Navratilova, Atcherley, and Porreca 2015; J. M. Thompson and Neugebauer 2017; Williams, 

Crossman, and Slater 1977; Marwan N. Baliki and Apkarian 2015). The ACC then generates affective and 

motivational pain responses through its projections to the amygdala, NAc, and mPFC (Navratilova, 

Atcherley, and Porreca 2015; J. M. Thompson and Neugebauer 2017; Williams, Crossman, and Slater 1977; 

Marwan N. Baliki and Apkarian 2015; Marwan N Baliki et al. 2006). FC alterations within the ACC and its 

connections with other brain regions may contribute to the affective and motivational aspects of 

neuropathic pain.  

 

5.3.3.5 Insular cortex 

The insular cortex is divided based on his cytoarchitecture into posterior and anterior. The posterior IC 

(PI) participates in the somatosensory features of pain, while the anterior portion (AI) preferably mediates 

its affective aspects (Craig et al. 2000). 

Posterior insula is part of the pain-related cortical networks with a preference for the sensory aspect, due 

to its connections with the primary and secondary motor and somatosensory cortices (M. Frot 2003; Maud 

Frot et al. 2013). The connectivity profile between the IC and the cingulate cortex further demonstrates 

that the PI plays a role in the sensory dimension of pain (Luppino et al. 1993). 

Unlike the PI, of which the main connections are confined to thalamic nuclei and somatosensory areas, 

most connections of the AI are with multiple sites involved in the affective aspects of pain for example 
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with amygdala (Moraga-Amaro and Stehberg 2012), nucleus accumbens (Jasmin, Granato, and Ohara 

2004), anterior cingulate and medial prefrontal cortex (Fox et al. 2005). 

Several studies confirmed that insula is involved in the sensory-discriminative and affective-motivational 

aspects of pain processing (C. Lu et al. 2016). Accumulating clinical evidence shows that chronic pain can 

lead to anatomical and functional alterations in the Insular cortex (IC) which are correlated with cognitive 

and affective disorders (Moriarty, McGuire, and Finn 2011). More precisely, some studies have shown 

that the functional connectivity of the nucleus accumbens, core to the IC, and the primary and secondary 

somatosensory cortex (S1/S2) is significantly decreased in depressive rats, in parallel with its functional 

connectivity to the insula and the S1/S2 cortices in neuropathic pain model. In fact, the process of pain 

chronification is associated with a shift of brain activation from sensory to affective-emotional circuitry 

and the insular cortex might have a key role in this mechanism  (Hashmi et al. 2013b). 

 

5.3.3.6 Amygdala 

The amygdala receives cortical and thalamic inputs, and the lateral/basolateral (LA/BLA) complex of the 

amygdala adds emotional and affective context to sensory information (Neugebauer 2015; Neugebauer 

et al. 2009; J. M. Thompson and Neugebauer 2017). 

Studies have reported activation of the amygdala in pain states, suggesting that the amygdala plays an 

important role in emotional affective aspects of pain (Vachon-Presseau et al. 2016; Neugebauer 2015; 

Neugebauer et al. 2009; J. M. Thompson and Neugebauer 2017; Simons et al. 2014). 

Altered functional connectivity involving the amygdala reflects disruptions in the integration of sensory, 

affective, and cognitive aspects of pain processing. 

 

5.3.3.7 Nucleus Accumbens (NAc) 

The NAc is a forebrain structure that integrates cortical and affective information and assigns motivation 

and value for the selection of appropriate behavioral responses (A. V. Apkarian, Baliki, and Geha 2009b; 

Marwan N. Baliki and Apkarian 2015; M. N. Baliki et al. 2006; Floresco 2015; Ito and Hayen 2011; Salgado 

and Kaplitt 2015). The NAc participates in emotional learning, evaluation of reward signals, and encoding 

of salience for pain (P.-C. Chang et al. 2014). Changes in NAc circuitry and connectivity are risk factors for 

pain chronification. A brain-imaging study reported that changes in NAc circuitry were predictive of the 
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transition to chronicity in patients with back pain (A. V. Apkarian, Baliki, and Farmer 2013; Vachon-

Presseau et al. 2016).  

 

5.3.4 Functional connectivity studies in rodents  

Up to this point, we have described FC studies in chronic pain patients. Imaging human patients was the 

first approach employed to reveal dysfunctional brain reorganization, these studies have been critical for 

identifying the brain circuitry involved in pain processing and modulation, and for understanding the 

disruption of those circuitry in chronic pain. Despite the important information provided by imaging 

human subjects, there are many limitations. Conversely, animal models, especially rodents imaging 

studies, can overcome many of these limitations and provide a mechanism for back-translation of findings 

from humans to rodent models. In animal models more detailed analyses can be performed (such as ex 

vivo analysis). In addition, animal models are absolutely necessary for the early phase of drugs 

development, (such as new analgesic treatments); these being tested in animals before their further tests 

in clinical phase II and III in human.  

Moreover, longitudinal imaging studies in patients are difficult, and since neuropathic pain - and more 

generally other diseases - can be modelled in rodents and since their life spans are short, longitudinal 

brain imaging studies are much more feasible in rodent subjects (S. J. Thompson and Bushnell 2012).  

 

5.3.4.1 Functional definition of the pain network in rodents  

Regarding pain imaging research, pilot experiments were conducted to demonstrate the similarities 

between the nociceptive pathway between rodents and humans. Thompson and Bushnell, in their review 

published in 2012, collected several studies of pain-evoked activation patterns in rodents. Despite 

variations in stimuli, anesthetics or restraining methods, scanning tools or analytical procedures, a 

consistent pattern of nociception-evoked activations emerges. The most consistently observed responses 

include the primary somatosensory cortex (S1), cingulate cortex (CC), and thalamus, all regions known in 

humans to receive afferent nociceptive information. Other regions known to be involved in pain 

processing and/or pain modulation that were frequently activated include the frontal cortex, caudate-

putamen, periaqueductal grey matter (PAG), hippocampus, hypothalamus and insular cortex (IC).  

A study involving the application of painful stimuli in awake restrained animals with fMRI BOLD have been 

conducted by Borsook and collaborators (Borsook and Becerra 2011) (Figure 37). The activated areas 
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included regions known to be involved in pain processing and modulation that are also activated in human 

studies as explained before. However, other regions, such as the visual and auditory cortices have been 

found consistently activated in this study, usually they are infrequently activated in human studies and 

are unlikely to be directly involved in pain (S. J. Thompson and Bushnell 2012). 

 

 

 

 

Figure 37: Functional definition of the pain matrix in rodents. (A) Increases (orange) and decreases (blue) 
in the BOLD signal in response to 50°C thermal stimuli applied to the hindpaw in awake restrained rats. 
More than 70 significant changes were observed in response to the painful stimulus. Regions activated 
included those typically activated in similar human pain imaging studies, but many additional regions were 
altered (Borsook and Becerra 2011). (B) Graphic depiction of brain regions receiving nociceptive input in 
humans and activated in MRI studies (S. J. Thompson and Bushnell 2012; Petra Schweinhardt and Bushnell 
2010). 

 



72 
 

Several imaging studies in the literature have demonstrated that the study of FC in rodents with imaging 

techniques is feasible and shows appropriate parallels with human imaging studies. Moreover, pain 

imaging studies have focused, initially, on characterizing the brain regions related to acute nociceptive 

processing. Studies have demonstrated that the network of regions activated after a nociceptive stimulus 

in the rodent brain is similar to the network found in humans. However, little was known about resting-

state fMRI in animal models of persistent pain.  

 

5.3.4.2 Alterations of the functional connectivity in animal models of persistent pain  

5.3.4.2.1 Feasibility in studying functional connectivity in animal models  

Pilot experiments were conducted to demonstrate the feasibility of studying FC in rodents, by showing 

the presence of intrinsic network using resting state fMRI technique. It has been demonstrated that similar 

RSNs, such as the bilateral connectivity in sensory and motor networks, can be consistently identified in 

the anesthetized rat (Majeed, Magnuson, and Keilholz 2009; Pawela et al. 2008), awake rat (Lino Becerra 

et al. 2011; Liang, King, and Zhang 2012; Upadhyay et al. 2011), and, more recently, anesthetized mouse 

(Grandjean et al. 2014; Chuang and Nasrallah 2017; Sforazzini et al. 2014). In particular, Lu and colleagues 

(2012) (H. Lu et al. 2012a) demonstrated that, despite the distinct evolutionary paths between rodents 

and primates, rats possess a well-organized, intrinsically coherent DMN, which is broadly similar to the 

DMNs of nonhuman primates and humans (Figure 38).  
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Figure 38: DMN in animal models. Differences in the morphological organization of the DMN between 
rat (A), monkeys (B) and human (C) In rats and monkeys, the DMN includes the entire medial bridge, which 
can be best visualized in the sagittal and coronal planes. In  the human brain, it remains more focal (H. Lu 
et al. 2012b). 

 

5.3.4.2.2 Alterations of functional connectivity in the limbic system 

In 2014, Baliki and colleagues aimed to image and characterize brain reorganization following induction 

of neuropathic pain in a rodent model. Their study demonstrates that functional reorganization in 

neuropathic pain followed the time course of the disease. As mentioned at the beginning of this section, 

imaging studies in rodents have advantages in longitudinal studies. Due to their short lifespan, it is easier 

to follow the course of the disease. By imaging a rodent model of neuropathic pain at two different stages 

of the disease, 5 and 28 day post-injury, they found that intrinsic network showed minimal disruption at 

day 5 and more extensive reorganization at day 28.  

This study relied on the use of rsfMRI to examine the intrinsic reorganization of rat brain functional 

connectivity following spared nerve injury (SNI). They compared longitudinal changes in topology and 

functional connectivity of resting-state neural networks between SNI and sham animals following 

peripheral injury (Figure 39). 
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Figure 39: SNI is associated with late brain functional connectivity reorganization. (a-b) five days post-
injury, SNI animals exhibited minimal changes in functional connectivity compared to sham. (c-d) In 
contrast, day 28 SNI animals showed a significant number of functional connectivity changes, both 
increases and decreases. In their analysis they focus the investigation on two systems of interest, the 
nociceptive and the limbic system (M. N. Baliki et al. 2014). 

 

The results show that SNI was associated with increased connectivity within the striatum, hippocampus, 

and amygdala (Figure 40b). Specifically, the striatum showed increased connectivity to the thalamus, 

amygdala, and parts of the hippocampus, as well as to itself. Furthermore, the amygdala showed 

increased connectivity to sensorimotor areas. These increases in functional connectivity were coupled 

with decreases in hippocampal connectivity to thalamic and sensorimotor regions (Figure 40c). 

Collectively, these results indicate that most functional changes (both increases and decreases) in 28-day 

SNI animals were either limbic-limbic or limbic-nociceptive in nature (M. N. Baliki et al. 2014). 
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Figure 40: Functional connectivity changes 28 days after SNI are mainly within limbic, and between 
limbic and nociceptive regions. Significantly (b) increased and (c) decreased functional connectivity are 
shown relative to sham. Limbic (gray labels) and nociceptive (black labels) ROIs were grouped into two 
separate functional–anatomical modules, labeled at the approximate brain location. Normalized weighted 
edges and nodes indicate extent of reorganization between and within the seven regions. Pie charts show 
the percentages of significantly changed limbic and nociceptive connections relative to the total number 
of changed connections. There were no connectivity differences between nociceptive regions (M. N. Baliki 
et al. 2014). 

With this study, Baliki and collaborators were able to characterize dysfunctional brain reorganization in a 

rodent model of neuropathic pain. They found that, in agreement with human studies, the functional 

neuronal networks are timely reorganized following nerve injury and that, there are more consistent 

changes in the regions of the limbic system, especially in the late stage. This constitutes a first evidence 

for time-dependent emergent reorganization of the rodent whole-brain network connectivity during 

persistent neuropathic pain (M. N. Baliki et al. 2014). 

 

5.3.4.2.3 Alterations of somatomotor functional connectivity 

Plastic changes have been primarily reported in S1 and ACC under chronic pain (Komaki et al. 2016; Morris 

et al. 2018; Spisák et al. 2017; Wells et al. 2017). For example, Spisak and collaborators (2017) compared 
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the intrinsic connectivity at rest in a chronic pain model (CFA) and reported a decrease in connectivity 

between the anterior cingulate cortex and the primary motor cortex (Figure 41). 

 

 

Figure 41: Chronic pain-related changes in functional connectivity. The baseline (A) and long-term (B) 
functional network and the statistical difference between the two states are visualized in glass-brain plots 
(top) and as (symmetric) partial correlation matrices (bottom). Colorbar is the same for glass-brain graph 
and matrix representation and depicts group-mean partial correlation values in the left and middle images 
and T-scores for the right-side image (degrees of freedom: 23) (Spisák et al. 2017). 

 

Other animal neuroimaging studies have investigated brain reorganization in animal models of chronic 

pain and, despite the variety of pain models, protocols, neuroimaging techniques, and analysis, a group 

of brain structures seems to be consistently involved in the chronification of pain (Da Silva and Seminowicz 

2019). Those regions involved often the somatomotor areas, prefrontal cortex, anterior cingulate cortex, 

insular cortex, amygdala and nucleus accumbens. 

 

Other studies have reported an increase in the connectivity of the limbic system in chronic pain, and the 

ACC may be a key region modulating this network (Komaki et al. 2016; Morris et al. 2018; Spisák et al. 

2017; Wells et al. 2017). In addition to receiving afferent nociceptive information, the ACC modulates the 
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emotional and motivated behaviors of chronic pain through increased connectivity to the striatum, 

hypothalamus, and mediodorsal thalamus (Komaki et al. 2016; Morris et al. 2018; Spisák et al. 2017). 

Moreover, additional studies reported enhanced activity of the PFC, ACC, hippocampus, amygdala, basal 

ganglia, and nucleus accumbens, but not the S1 in chronic pain (Abaei et al. 2016; P.-C. Chang et al. 2017; 

Jeong and Kang 2018; Komaki et al. 2016; Morris et al. 2018; Spisák et al. 2017; Wells et al. 2017). Taken 

together, these findings suggest widespread changes in the connectivity in regions involved in emotional, 

motivational, and cognitive responses associated with chronic pain (Da Silva and Seminowicz 2019).  

 

All the studies cited here reveal significant correspondences in the process of pain chronification between 

rodent models and humans demonstrating that neuroimaging of pain in animals holds great promises for 

advancing our knowledge of brain function and allowing us to expand human subject research (Da Silva 

and Seminowicz 2019).  

 

5.3.5  Studying functional connectivity in anesthetized or awake experimental conditions 

5.3.5.1 Side effect of anesthesia in functional connectivity studies 

While there are similarities in the brain reorganization between humans and rodents, differences exist in 

the experimental procedures, particularly concerning the use of anesthesia in animal experiments. 

Anesthesia has been used in most rodents imaging studies to minimize stress and movement of the animal 

during the acquisition (Chuang and Nasrallah 2017). However, several studies have documented that 

anesthetics produce profound changes in cerebral hemodynamics, brain metabolism, neural activity, 

neurovascular coupling, and functional connectivity compared to the awake states. Anesthesia induces a 

peculiar neurological state which differs to any natural physiological condition (Gao et al. 2017).  

 

Anesthesia typically affects cardiopulmonary and vascular functions, leading to systemic changes in blood 

oxygenation, basal cerebral blood flow (CBF), and the consequent hemodynamic response to brain activity 

(Chuang and Nasrallah 2017). In 2017, Gao and colleagues revised several papers on this topic and they 

concluded that every published comparison between the awake and anesthetized condition has found 

substantial differences in every aspect of the hemodynamic response considered (CBV, BOLD, etc.). These 

studies have found the BOLD, cerebral blood volume (CBV) and cerebral blood flow hemodynamic 

response function (CBF-HRFs) are slowed in speed and decreased in amplitude by anesthesia (Figure 42) 

(Logothetis 2008; Aksenov et al. 2015; Chuang and Nasrallah 2017). 
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Figure 42. Hemodynamic response in awake and anesthetized conditions. Schematic showing net effects 
of anesthesia on (BOLD) hemodynamic response function. Anesthesia slows and attenuates the HRF. The 
awake hemodynamic response is approximately twice as large and has a faster onset compared to the 
HRF in anesthetized animals (Logothetis 2008; Aksenov et al. 2015; Gao et al. 2017). 

 

Additionally, another negative outcome of the anesthesia is the dampening of the functional connectivity 

between regions, compared to the awake network. The hypothesis supported is that, in the anesthetized 

state, brain networks are altered to support different patterns of information transfer. In 2012, Liang and 

collaborators compared the whole-brain neural networks in awake and anesthetized rodents and their 

data indicate that connectivity strength was reduced on average in the anesthetized condition and the 

neural networks were significantly reorganized (Figure 43) (Liang, King, and Zhang 2012). 
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Figure 43: Significantly changed functional connectivity displayed in the dorsal view of the rat brain. (a) 
Each node represents an anatomical region. Red (blue) lines indicate connections with significantly 
stronger (weaker) connectivity in the awake condition. The size of each node is proportional to the 
number of altered connections forth is node. (b) Matrix representation of a. Red (blue) elements are 
connections with significantly stronger (weaker) connectivity strength in the awake condition (Liang, King, 
and Zhang 2012). 

 

This study demonstrated that the integrity of the whole-brain network seems conserved in a wide 

physiologic range from awake to anesthetized states, while local neural networks adapt in new conditions 

(Liang, King, and Zhang 2012). Moreover, the connectivity strength between cortical and sub-cortical 

regions was reduced under anesthesia. Considering that anesthetics directly affect several 

neurotransmitter systems, which may lead to alterations in brain baseline function and responsiveness, 
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that would explain the changes in the functional connectivity between regions (Paasonen et al. 2017). For 

example, as most anesthetics bind to the γ-amino butyric acid (GABA) receptors, FC within and between 

regions of high GABAergic receptor density, such as the thalamus and caudate putamen, is generally 

weaker. The thalamocortical, frontoparietal and DMN connectivity are as well consistently affected under 

anesthesia (Hudetz 2012; Chuang and Nasrallah 2017). 

 

The confounding effects observed under anesthesia are influenced by the type of anesthetic, its dosage, 

mode of administration method and its duration (Paasonen et al. 2017). Indeed, different levels of 

anesthesia can produce varying degrees of neural suppression and alteration of brain activity patterns. 

Moreover, different anesthetic agents have distinct mechanisms of action and effects on neural activity. 

For example, Figure 44 shows the study conducted by Paasonen and colleagues (2017) in which they 

evaluated the effect of five anesthetics on resting-state FC at two time points (with one-hour interval). 

Their results suggest that the baseline functional connectivity dynamically changes according to the type 

of anesthetics and its pharmacodynamics. 
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Figure 44: The dosage and the type of anesthesia influences functional connectivity. The anesthetics 
tested were: α-chloralose (AC), isoflurane (ISO), medetomidine (MED), thiobutabarbital and urethane. 
Results show an increase in connectivity after 1h in the α-chloralose group, thiobutabarbital subgroup 2 
and in the urethane group. Then for the isoflurane group, FC remained stable, although there may have 
been an increasing trend in some subcortical regions. In the medetomidine group, the FC pattern changed 
slightly, but not significantly, with the current sample size. In thiobutabarbital subgroup 1, FC remained 
very stable (Paasonen et al. 2017). 

 

To conclude, studying FC in anesthetized conditions entails some unfavorable effects that alter the 

connectivity strength, so careful consideration of anesthesia dosage and administration protocols is 

essential in FC studies to minimize confounding effects.  

It is possible to achieve an appropriate balance between maintenance of physiological stability and 

minimizing the interference with neural activity to obtain reliable FC data, simply by adjusting the dosage 
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of anesthesia. This concept was demonstrated by Ferrier and colleagues in 2020, in their study they 

developed a light sedation protocol that preserve near awake levels of FC. In their paper they investigated, 

using a new imaging technique called functional ultrasound imaging (fUS), the dose-dependent effects of 

pharmacological sedation in FC (Ferrier et al. 2020). They hypothesized that a very light level of sedation 

might allow preserving near awake levels of FC. They compared the FC strength in four different states: 

awake, light sedation, deep sedation and recovery, longitudinally (Figure 45A). The difference between 

light and deep sedation was the dosage of the same anesthetic (medetomidine). In all conditions, the 

patterns of FC were similar, with stronger bilateral correlations in awake animals, and lightly sedated. In 

the deep sedation state the FC strength is strikingly decreased. Upon recovery, after reversal of the 

sedative effects, the correlation matrix was comparable again to non-sedated mice (Figure 45B) (Ferrier 

et al. 2020). As in the lightly sedated state, the FC strength is comparable to the connectivity in awake 

resting animals, this study proposed that by adjusting the dosage of anesthesia, it may be possible to 

mitigate the adverse effects associated with anesthesia. 

 

 

Figure 45: Effect of different levels of anesthesia on resting state functional connectivity using 
functional ultrasound imaging. (A) Mean correlation matrices at different levels of sedation: At rest 
(awake), light sedation, deep sedation, and after anesthesia reversal (recovery). (B) Normalized z-scores 
of interhemispheric correlations for each pair of ROIs in each state of consciousness. (Ferrier et al. 2020). 
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5.3.5.2 Advantages and limitations of studying functional connectivity in awake animals 

We mentioned at the beginning of this section, that, in order to keep the animal in a physiological state 

and collect reproducible results, two main challenging aspects of imaging experiments in rodents are I) 

the prevention of animals' movement and II) the potential stress during the imaging session.  

 

Motion artifacts are problematic for several reasons. Firstly, the movement can induce aberration in the 

signal. This is typically what we observe in fUS imaging and in electrophysiological recordings. Secondly, 

in fMRI, motion artifacts lead to measurements of the BOLD signal in brain regions surrounding the area 

of interest, giving rise to poorly reproducible results.  

Stress, on the other hand, prevents the acquisition of data under natural physiological conditions. The 

animals are not only in a different physiological state, in which the ‘stress axis’ is highly activated, i.e. in 

which brain areas involved in stress induction and management are functionally activated. Also, within 

groups, animals display different levels of stress, rendering the results highly variable and difficult to 

interpret.  

 

Consequently, the initial solution was to anesthetize the animals. However, anesthesia induces significant 

disruptions in brain activity, and the only way to obtain reliable functional connectivity (FC) data is to 

achieve a lightly sedated state. 

Another potential solution involves conducting imaging experiments under awake conditions while 

enhancing restraining methods and habituation procedures.  

A key advance has been the widespread adoption of head-fixation methods, first developed in the primate 

neurophysiology community (Wurtz 1969) and then adapted to the use in rodents (Gao et al. 2017). Head-

fixation methods significantly reduce movement artifacts but reduce, as well, the possibility to express 

the natural and physiological behavior of the animal, which induces considerable stress. Consequently, 

animals require acclimatation and habituation to the head-fixation conditions.  

The restriction and habituation procedures depend on species and imaging modalities. An example of 

restriction methods in MR scanners is shown in Figure 46. The rat head restrainer is usually composed of 

a bite bar, a pair of adjustable ear bars or ear pads, a nose clamp and a shoulder pad. In terms of 

acclimation procedure, the rat is first briefly anesthetized to enable secure placement of the animal's head 

into a head holder with the incisors secured over a bite bar, the nose fixed with a clamp, and ears 

positioned inside the head holder with adjustable ear pads or ear bars. (Topical application of lidocaine 

(2%) or EMLA cream is used to relieve any discomfort associated with head-fixation). The animal's 
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forepaws and hindpaws are loosely taped to prevent any self-injurious behavior (i.e. scratching). The body 

is then placed in a Plexiglas body tube that allows unrestricted respiration and movement of the trunk 

and limbs. The animal is exposed to these conditions for 7 days before imaging. The time for exposure 

during acclimation is increased from 15 min on the first day to 60 min on days 4, 5, 6, and 7, with an 

increment of 15 min per day (Gao et al. 2017). 

 

 

Figure 46: Procedure for imaging an awake rat using MRI. Schematic illustration of the animal setup and 
imaging procedures. (Gao et al. 2017). 

 

As depicted in the image, the restrictive conditions do not allow for normal animal behavior. The animal 

is unable to move freely and express its natural and physiological behavior during the experiment. The 

primary goal of awake experiments is to acquire data under conditions that least perturb the animal’s real 

behavior. 
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6 NEUROIMAGING 

Numerous complementary techniques are used in Neuroscience to investigate the structure, function, 

development and diseases of the nervous system at various levels, from molecular and cellular to system 

and behavior.  

 

Neuroimaging is a field of neuroscience that encompasses various imaging techniques used to study the 

in vivo central nervous system (CNS) delineating its structural and functional properties. 

In Figure 47, an overview of the principal imaging techniques and their corresponding levels of 

investigation is proposed. Techniques, such as optical imaging and electrophysiology permit access to the 

cellular level. Other techniques, such as magnetic resonance imaging (MRI), positron emission 

tomography (PET), electroencephalography (EEG) and functional ultrasound imaging (fUS), enable to 

investigate the whole brain at the macroscopic level, non-invasively.  

 

 

Figure 47: Overview of principal neuroimaging techniques. Main brain functional imaging techniques on 
a three-axis chart (temporal resolution, spatial resolution, portability). Techniques were separated 
between local and whole-brain imaging. Functional ultrasound fills a gap between whole brain imaging 
and microscopy, as well as between fMRI and Optics (Deffieux et al. 2018). 
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6.1 MICROSCOPIC IMAGING 

In the microscopic field of view, optical imaging techniques provide images with excellent spatiotemporal 

resolution. For example, calcium imaging detects neural firing by monitoring the dynamics of intracellular 

calcium ions (Ca2+) in neurons in vivo. The technique combines two-photon microscopy with calcium-

sensitive fluorescent indicators, allowing for real-time imaging of neuronal calcium dynamics. This 

involves using fluorescent molecules as calcium indicators, as they respond to the binding of Ca2+ ions by 

altering their fluorescence properties. While genetically-engineered animal models are required, it can 

detect neuron firing with high spatiotemporal resolution (Deffieux, Demené, and Tanter 2021). 

Optical-based methods provide the highest spatial and temporal resolutions (~10 μm, ~10 ms) compared 

to the other neuroimaging techniques. However, they are intrinsically limited to the investigation of the 

cortex due to the poor penetration of light within the tissues (Mace et al. 2013). 

 

6.2 WHOLE BRAIN IMAGING 

Whole brain imaging allows for the non-invasive study of the entire brain in vivo. Different types of 

neuroimaging techniques enable investigation into various aspects of the brain, including its anatomical 

structure, physiology and functional connectivity between regions (Logothetis 2008; Lenartowicz et al 

2010).  

 

The ability to image the living human brain has revolutionized the field of neuroscience, by uncovering 

the complexity of the brain. From early X-rays to the cutting-edge techniques of today, neuroimaging has 

transformed neuroscience and continues to shape our understanding of the brain and its functions. The 

field is still in dynamic evolution with modern and significant technological advancements.  

The exploration of in vivo brain anatomy started in 1895 with the discovery of X-ray by Wilhem Roentgen. 

X-ray imaging, at the time, enables only the visualization of the skull (Figure 48A). The technology that 

enables the visualization of the brain itself arrived later, specifically in 1972, with the advent of X-ray 

computed tomography (CT). CT provided the first non-invasive method for visualizing the brain's soft 

tissues in detail. For the first time a non-invasive modality could reveal the ventricular system, separate 

gray from white matter, outline the deep nuclei, and recognize pathologic changes in the cerebral 

parenchyma (Figure 48B) (Fulham 2004). CT acquired image by sections, and from this technology, three-

dimensional imaging modalities like Emission Computed Tomography (ECT) were developed in its two 
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forms: Positron Emission Tomography PET (Figure 48E) and Single Photon Emission Computed 

Tomography SPECT, as well as Magnetic Resonance Imaging (MRI) (Figure 48C and F).  

These two imaging modalities measure signals of diverse natures and capture different characteristics of 

the CNS, MRI acquires physical property of the brain while ET (Emission Tomography), on the other hand, 

captures the physiological activity associated with neuronal activation.  

By this example, we are delineating two categories of brain imaging techniques: structural and functional 

imaging (Figure 48). Structural imaging techniques delineate brain tissue such as white versus gray matter, 

vasculature, and bone, based on their physical properties: tissue density or nuclear resonance 

characteristics. Functional images capture physiological activities in the brain like metabolism, blood flow, 

chemical composition and absorption which are typically coupled to neuronal firing (Lenartowicz et al 

2010).  

 

 

Figure 48: Overview of most common imaging techniques. Subdivided in structural and functional 
imaging techniques (adapted from M J Fulham, et al 2004; Lenartowicz et al 2010; Baranger et al. 2021). 
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6.2.1 Structural Imaging techniques 

Magnetic Resonance Imaging (MRI) is the most powerful method for structural imaging (Lenartowicz et 

al 2010). It is based on the principle of nuclear magnetic resonance (NMR), discovered by Felix Boch and 

Edward Purcell in 1945. Nuclear magnetic resonance results from the magnetic properties of some atomic 

nuclei, particularly the hydrogen nuclei in water molecules, that tend to resonate when placed in a 

magnetic field (Fulham 2004).  

An electromagnet, typically 1.5–4.0 tesla (T) for human imaging, is first used to produce net nuclear 

magnetization in hydrogen atoms in the body. Radiofrequency pulses are then applied at the resonant 

frequency of the hydrogen atoms, which displaces them into a higher-energy state. As the protons then 

return to their original state, they release energy, creating an oscillating magnetic field that is detected by 

a conductive coil placed in the field.  

Typical MR images capture detailed three-dimensional (3D) structure of the brain, distinguishing between 

tissues such as gray and white matter, cerebrospinal fluid, bone, fat and air, as well as being able to detect 

the presence of abnormal tissues such as tumors or cysts (Figure 48C) (Lenartowicz et al 2010). 

 

One advantage of MRI is its extreme flexibility in the types of signals that it can measure. Diffusion-

weighted MRI (Diffusion Tensor Imaging or DTI) is sensitive to the movement of water molecules over 

time. The measurement of directional diffusion signals allows characterization of white matter structure, 

which has allowed the development of MRI-based tractography methods for imaging white matter 

connectivity (Figure 48D) (Lenartowicz et al 2010). 

 

In the 1980s this technology was introduced to the clinic, and since then MRI has assumed a role of 

unparalleled importance in diagnostic medicine and more recently in basic research. In medicine, MRI is 

primarily used to produce structural images of organs, including the central nervous system, but it can 

also provide information on the physico-chemical state of tissues, their vascularization, and perfusion this 

aspect will be explained in the next section (Logothetis 2008). 

 

6.2.2 Functional Imaging techniques 

Functional imaging enables the measurement of brain activity by capturing actual neuronal firing or 

physiological activities in the brain. Functional imaging modalities fall into two categories: those that 



89 
 

directly detect neuronal activity (EEG/MEG) and those that measure physiological processes associated 

with neuronal activity (fMRI/PET/fUS) (Lenartowicz et al 2010). 

 

6.2.2.1 Direct measurements of neuronal activity 

Direct regcording of neuronal activity consists of measuring the electrical activity produced by neural 

firing. In the category of whole-brain imaging, techniques that record neural firing include 

electroencephalography (EEG) and magnetoencephalography (MEG).  

 

6.2.2.1.1 EEG/MEG 

Electroencephalography (EEG) was first described by Hans Berger in 1924, by demonstrating that brain 

activity can be measured directly from the scalp. EEG measures, using electrodes attached to the scalp, 

electrical signals resulting directly from postsynaptic potentials in the apical dendrites of pyramidal 

neurons of the cortex (Figure 48H) (Lenartowicz et al 2010). 

Perpendicular to the currents detected by EEG, arises a magnetic field that can be  measured by 

magnetoencephalography (MEG), firstly introduced in 1968 by David Choen. With MEG, magnetic fields 

at the scalp are measured using a superconducting quantum interference device (SQUID) containing 

highly sensitive detectors that translate the magnetic field back into current values (Lenartowicz et al 

2010). 

EEG and MEG both record direct neuronal activity, providing excellent temporal resolution. However, 

their spatial resolution is poor, as they are limited to detecting neuronal signals generated by cortical 

pyramidal neurons that can be detected from the scalp. 

 

6.2.2.2 Indirect measurements of neuronal activity 

As introduced above, neuronal activity can be probed indirectly by techniques that captures physiological 

activities in the brain metabolism, blood flow, chemical composition and absorption. It has been 

demonstrated that there is a close relationship between cerebral hemodynamic changes and brain 

activity. This relationship is referred to as neurovascular coupling. 
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6.2.2.2.1 Neurovascular coupling 

The brain consumes a large amount of energy but, unlike the other organs, lacks a reservoir to store it. 

Therefore, it constantly receives energy substrates (especially glucose and oxygen) through its blood 

supply. Complete interruption of the cerebral blood supply for more than a few minutes (for example, 

with a cerebral artery occlusion in stroke or after cardiac arrest) leads to severe brain damage and death. 

Understanding how the brain regulates its own blood supply has been a longstanding interest, driven 

primarily by the need to comprehend the harmful effects of cerebrovascular insufficiency. Additionally, 

there is recognition that regional changes in cerebral blood flow (CBF) may be linked to brain function 

(Iadecola 2017). 

The relationship between neuronal activity and hemodynamic changes has been first discovered by 

Angelo Mosso in 1800s. By measuring the changes in brain volume and temperature, he observed that a 

strong emotional stimulus is linked with cerebral vasodilation and peripheral vasoconstriction. Thereafter, 

several experiments have further established the close relation in space and time between changes in 

cerebral blood flow (CBF) and neuronal activity (Iadecola 2004).  

Since the brain lacks energy reserves, during neuronal activity, a well-timed delivery of oxygen and glucose 

in the interested areas is needed, and that explains the increase in CBF in activated brain areas (Iadecola 

2017). This coordinated activity results from the proximity between neurons, astrocytes and blood 

vessels. Together they constitute a functional unit called the neurovascular unit. As shown in Figure 49A, 

large cerebral arteries branch into smaller arteries and arterioles that run along the surface of the brain 

(pial arteries). Those consist of an endothelial cell layer, a smooth muscle cell layer and an outer layer of 

leptomeningeal cells. As the arterioles penetrate deeper into the brain, they lose the layer of 

leptomeningeal cells and they keep only one layer of smooth muscle cells for the intracerebral arterioles, 

or pericyte for the capillaries (Figure 49B). Smooth muscle cells and pericytes convert the chemical signals 

that originate from endothelial cells, neurons and astrocytes into changes in vascular diameter (Iadecola 

2004). 
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Figure 49: The neurovascular unit. (A) Anatomy of the Cerebrovascular Tree. (B) zoom in of a penetrating 
arteriole. Large cerebral arteries branch into smaller arteries and arterioles that run along the surface of 
the brain (pial arteries). These consist of an endothelial cell layer, a smooth muscle cell layer and an outer 
layer of leptomeningeal cells. As the pial artery penetrates deeper into the brain this space disappears 
and the vascular basement membrane comes into direct contact with the astrocytic end-feet 
(intracerebral arterioles and capillaries) (adapted from (Iadecola 2004; 2017). 

 

The release of vasoactive factors from endothelial cells, neurons, and astrocytes is the result of multiple 

processes consequent to brain activity. These processes are both metabolism and neurotransmitters 

dependent. These processes take part to a feedback-feedforward model (Figure 50):  

- Feedback: synaptic activity increases the local demand for energy, leading to consumption and 

consequent lack of glucose and oxygen in the activated region. Severe hypoxia and hypoglycemia 

are potent stimuli of vasodilator release that mediates a local increase of CBF (Iadecola 2004).  

However, some studies have demonstrated that the CBF increases persist even in the presence of 

excess glucose or oxygen, suggesting that it is not the only process involved in the flow increase 

(Attwell and Iadecola 2002). 
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- Feedforward: based on this evidence, it was suggested that CBF delivery is regulated by a 

feedforward mechanism. Glutamate is release by the synapse and activates post-synaptic 

glutamate receptors (GluRs), leading to activation of Ca2+-dependent signaling pathways resulting 

in the release of vasoactive factors (K+, nitric oxide NO, and prostanoids) that may drive the initial 

feedforward component (metabolism-independent) of the local vascular response in capillaries 

and arterioles (Iadecola 2017). 

The model suggests that a feedforward mechanism may trigger an exaggerated flow response driven by 

neurovascular signaling, but feedback mechanisms may also be in place to adjust CBF delivery more 

closely to the metabolic needs of the tissue. Therefore, both metabolism-dependent (feedback) and 

independent (feedforward) mechanisms may be involved in functional hyperemia, depending on the 

timing, intensity, and duration of the activation (Iadecola 2017). 

 

 

Figure 50: Feedback-feedforward model. Glutamate released by synaptic activity activates post-synaptic 
glutamate receptors (GluRs), leading to the activation of Ca2+-dependent signaling pathways, resulting in 
the release of vasoactive factors that may drive the initial feedforward component (metabolism-
independent) of the local vascular response in arterioles and capillaries. At the same time, a reduction in 
tissue O2 caused by the increased energy consumption induced by activation leads to the accumulation of 
vasoactive metabolic by-products that may drive a secondary feedback component (metabolism-
dependent) to better match the flow response to the metabolic needs of the tissue (Iadecola 2017). 
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Several neuroimaging techniques such as PET, SPECT, fMRI and fUS rely on the principle of neurovascular 

coupling to indirectly probe brain activity by detecting hemodynamic changes (Iadecola 2004). 

 

6.2.2.2.2 Emission computed tomography (PET, SPECT) 

As already introduced in the previous section, Emission computed tomography (PET, SPECT) captures 

physiological activity associated with neuronal activation. This nuclear imaging method uses injected 

radioisotopes and combines the principles of the tracer kinetic method and tomographic image 

reconstruction (Fulham 2004). This technique enables imaging metabolic processes in the brain by 

detecting the radiation energy emitted from radioactive tracers (isotopes) that are intravenously injected, 

and subsequently distributed by the circulatory system of the brain. The radiotracer typically binds 

molecules of interest in the brain and then follows their metabolism by reflecting a specific physiological 

process. As the radiotracer decay is detected by the PET scanner, a 3D image of the metabolic effects on 

the radioactive isotope in the brain can be reconstructed (Figure 48E). For instance, glucose labelled with 

the isotope 18F has been extensively used to measure increased glucose metabolism in visual and auditory 

sensory cortices in response to visual versus auditory stimuli respectively, and in motor cortex during 

finger tapping movements. PET is commonly used to study brain metabolism (Lenartowicz et al 2010). 

A similar process applies to SPECT. However, in this case, the tracer used is a radionuclide, which has been 

developed primarily for measurement of cerebral blood flow changes, not metabolic processes 

(Lenartowicz et al 2010). 

 

Emission Tomography is a powerful and highly sensitive nuclear functional imaging modality but requires 

dedicated and secured facilities due to the radioactive nature of the tracers used. PET and SPECT suffer 

from poor spatial and temporal resolution and must be combined with a complementary imaging 

modality, such as MRI or Computed Tomography (CT), for anatomical imaging (Deffieux et al. 2018). 

 

6.2.2.2.3 fMRI 

While MRI has numerous applications in structural imaging, its use was extended to functional imaging in 

1990 by Seiji Ogawa and colleagues, who demonstrated that changes in the oxygenation state of blood 
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hemoglobin cause alterations in the MRI signal (Lenartowicz et al 2010). Functional Magnetic Resonance 

Imaging (fMRI) technique is based on the magnetic difference between deoxyhemoglobin and 

oxyhemoglobin: since deoxygenated hemoglobin is paramagnetic while oxygenated hemoglobin is 

diamagnetic, blood deoxygenation introduces a magnetic signal variation, called BOLD (blood oxygen 

level-dependent) signal (Deffieux et al. 2018). Thanks to the neurovascular coupling, neuronal activation 

has been demonstrated to be associated with local blood flow and hemoglobin oxygenation increasing 

(Iadecola 2004), so by measuring the BOLD signal, we can detect hemodynamic changes linked to the 

enhanced neuronal activity (Figure 48F) (Logothetis 2008). 

 

Imaging cerebral hemodynamic responses with fMRI paved the way for major discoveries in 

neurosciences. The major advantage of fMRI is that it is non-invasive and, therefore, routinely applicable 

on humans. However, fMRI also suffers limitations. First, its low temporal resolution and limited 

sensitivity. Then, its portability, overall costs, maintenance and accessibility, constitute a major drawback, 

both for preclinical and clinical imaging. Furthermore, in preclinical studies for small-animal imaging, high 

magnetic fields are needed to reach high spatial resolutions on the order of 150/300 μm (Mace et al. 2013; 

Deffieux et al. 2018).  

 

As schematized in Figure 47, imaging techniques vary in both spatial and temporal resolution, which 

constrains the types of questions they can answer within their imaging domain. For structural imaging, 

spatial resolution is the primary concern, whereas functional imaging requires high spatial and temporal 

resolution (since neuronal function occurs over milliseconds at a spatial scale of microns).  

Among the functional imaging techniques cited so far, none possess both high spatial and temporal 

resolution. EEG and MEG have high temporal resolution around 0.01 s, but low spatial resolution (~10 

mm). Whereas fMRI and PET provide better spatial resolution (fMRI: 1–5mm, PET: 4–8mm) but low 

temporal resolution (fMRI: 1–6 s, PET: 60–1000 s) (Lenartowicz et al 2010). 

A validated alternative to conventional functional neuroimaging modalities is functional ultrasound 

imaging (fUS), which offers better spatial and temporal resolution compared to the techniques described 

above. It provides 50–200 µm spatial resolution and a temporal resolution in the tens of milliseconds. As 

shown in Figure 47, fUS can be positioned right between fMRI and optical techniques on a resolution scale. 

Furthermore, fUS imaging can image the full depth of the brain and provide 3D angiography (Deffieux et 

al. 2018). It is a good candidate for real-time in-depth imaging of brain hemodynamics, and a good 

alternative to fMRI, especially for preclinical studies (Mace et al. 2013). 
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6.3 FUNCTIONAL ULTRASOUND IMAGING FUS 

6.3.1 Conventional Doppler ultrasound imaging  

Conventional Doppler ultrasound imaging technique consists in evaluating blood flow dynamics within 

the body and it is the most commonly used technique in clinical practice to study blood circulation in the 

heart, arteries, limbs, kidney, and liver (Mace et al. 2013). It relies on similar principles to those of radar 

and sonar discovered by Paul Langevin at the beginning of the 20th century. Based on this principle, the 

field of conventional ultrasonography emerged in the 1970s (Mickael Tanter and Fink 2014).  

Doppler ultrasound imaging consists in emitting, via a transducer (probe), pulsed focused ultrasonic waves 

and then detecting the amplitude of the ultrasonic echoes backscattered by tissues or fluids (Deffieux, 

Demené, and Tanter 2021) (E. Macé et al. 2011). It provides information about the speed, direction, and 

pattern of blood flow in vessels. 

 

However traditionally, conventional ultrasound imaging has never played a major role in clinical 

neuroimaging and was limited to a few structural and anatomical characterizations (Bmode images) and 

blood flow measurements (Transcranial Doppler, TCD) (Deffieux, Demené, and Tanter 2021). 

Nevertheless, TCD is rarely performed because of the strong attenuation and aberration of the ultrasound 

beam by the skull that restricts its use to imaging only main cerebral arteries. Moreover, conventional 

Doppler ultrasound scans the tissue line by line, therefore it suffers from a low sensitivity that limits its 

use and its potential (Mace et al. 2013). 

 

Recently, our group has developed functional ultrasound (fUS) imaging method which relies on a new 

sequence for power doppler imaging (E. Macé et al. 2011), called ultrafast doppler (μDoppler), that 

overcomes the problem of sensitivity and allows in-depth imaging of functional hemodynamic changes 

(Mace et al. 2013). In particular, in the neuroimaging field, fUS has become a stand-alone ultrasound 

technique that provides high sensitivity imaging of cerebral blood volume (CBV) changes in the whole 

brain without contrast agents (Deffieux et al. 2018). 
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6.3.2 Ultrafast ultrasound imaging  

Functional ultrasound imaging (fUS) is based on a new sequence for power doppler imaging which relies 

on the principle of ultrafast ultrasound imaging, a concept developed from the late 1990s by Mickael 

Tanter and Mathias Fink (Sandrin et al. 1999; M. Tanter et al. 2002; Mickael Tanter and Fink 2014).  

The advantages of this new approach are shown in Figure 51, in comparison with the conventional one.  

As briefly mentioned before, conventional ultrasound imaging is based on pulsed focused waves. For each 

focused wave transmission, the backscattered echoes are recorded, and a beamforming procedure is 

performed to reconstruct a single line of the image (Figure 51A-B). The complete image is formed by 

scanning the imaging field line by line.  

The ultrafast doppler (μDoppler) sequence is based on a different approach. It uses pulsed plane wave 

emissions (Figure 51D-E), instead of focused waves. The emission of one plane wave generates 

backscattered echoes coming from every point of the image, and not from only one line of the image. A 

full ultrasonic image is then reconstructed from this single emission using a parallel beamforming 

procedure. The advantage of this strategy is that only one emission is required to produce one ultrasonic 

image. However, the image quality is poor because the emission wave is not focused. To regain quality, a 

method called coherent compounding is applied (Montaldo et al. 2009; Bercoff et al. 2011; Mace et al. 

2013). It consists of emitting multiple tilted plane waves and coherently summing the resulting set of 

images (Figure 51F), resulting in a ‘compound’ ultrasonic image that yields better resolution and lower 

noise than a conventional doppler image (E. Macé et al. 2011). The comparison between the two methods 

shows a clear improvement on the μDoppler image, as more vessels are detected and the background 

noise is reduced (Mace et al. 2013). 
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Figure 51: Time-equivalent comparison between conventional doppler and μdoppler modes. (A) 
schematic description of the experimental setup: The 15-MHz probe is set in the coronal plane above the 
rat brain exposed by a cranial window. For conventional doppler, focused ultrasonic waves are used. (B) 
acquisition sequence: The image is subdivided into blocks of 16 lines. one block is small enough to be 
scanned line by line with focused waves in less than 1 ms. Each block is imaged 40 times at 1 khz for a 
total acquisition time of 0.32 s. (C) signal processing: a 40-sample-long signal is obtained for each pixel. 
high pass filtering is applied to reject tissue echoes. The mean intensity of the blood signal is calculated 
from the blood signal. (D) Power doppler image obtained with conventional doppler mode. (E) schematic 
description for the μdoppler mode. The experimental setup is the same. For μdoppler, ultrasonic plane 
waves are emitted. (F) acquisition sequence: 16 plane waves are transmitted with different tilt angles in 
less than 1 ms to build one compounded image. One μdoppler image results of 320 such compounded 
images acquired in only 0.32 s. (G) signal processing with 320 time points. (H) μdoppler image (Mace et 
al. 2013). 

 

The signal detected by the fUS technique is proportional to the local hematocrit (Rubin et al., 1995, Shung 

et al., 1976), which corresponds to the volume percentage of red blood cells in blood. Consequently, fUS 

signal is proportional to the local cerebral blood volume (CBV), and to its increases when a vasodilatation 

occurs (mathematical demonstration in (Deffieux, Demené, and Tanter 2021). By providing high sensitivity 

imaging of the CBV, fUS imaging can be used to map hemodynamic changes in the brain associated with 
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changes in brain activity. Moreover, the high temporal and spatial resolution coupled with high 

penetration depth make fUS an ideal method for performing functional brain imaging, especially in 

preclinical studies (Mickael Tanter and Fink 2014; E. Macé et al. 2011). 

 

The first in vivo proof was done in 2011 by Mace and colleagues. They used fUS to detect task-evoked 

brain activation. More precisely, they imaged functional changes of cerebral blow volume (CBV) in the 

trepanned anesthetized rat brain during whisker stimulation (Figure 52) (Mickael Tanter and Fink 2014; E. 

Macé et al. 2011). Stimulation of groups of vibrissae resulted in an increase in blood volume in the primary 

somatosensory barrel cortex (S1), with increases in the power Doppler signal correlated with the stimulus 

pattern (Figure 52A). Activation maps showed a significant activation of S1 during whisker stimuli, as well 

as a significant activation in the ventral posterior medial nucleus (VPM) of the thalamus (Figure 52B) (E. 

Macé et al. 2011). 

 

 

Figure 52: fUS imaging of task-evoked brain activation in the rat brain. (A) Representative example of 
the Power Doppler (PD) signal (blue) during whisker stimulation (red). (B) Representative example of an 
activation map obtained when stimulating the left whiskers. The map is calculated as the correlation 
coefficient between the normalized power Doppler signal and the stimulus pattern. S1, primary 
somatosensory barrel cortex; VPM, ventral posterior medial nucleus (E. Macé et al. 2011). 

 

This result demonstrated the capability of fUS to image CBV at high spatiotemporal resolution and to 

record brain activity with high sensitivity and resolution. This first proof of concept illustrates the great 

potential of fUS imaging and its important implication in different fields of neuroscience.  

In preclinical research this modality provides a real-time, portable method for functional deep-brain 

imaging in small animals with high spatiotemporal resolution (~100 μm, 10 ms) (Mickael Tanter and Fink 

2014). It has been applied for several studies in numerous animal models in different configuration: 
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anesthetized or awake. The following section will delve into the different applications in preclinical 

research.  

In clinical practice it provides a bedside neuro-imaging system for monitoring brain activity of newborns 

in a non-invasive approach through the fontanel window or to adults during open skull neurosurgery 

(Deffieux et al. 2018; Demene et al. 2017).  

 

6.3.3 Applications of fUS imaging to preclinical research 

Aside from anatomical vascular imaging, the two most common applications of fUS imaging in basic 

neuroscience are functional mapping and functional connectivity studies. 

6.3.3.1 Functional mapping 

Functional mapping consists in mapping brain activity during a stimulus (task) compared to baseline (rest). 

Many sensory stimulations have been used, depending on the type of sensory modality studied: touch 

using whisker stimulation (Mace et al 2011), visual stimulations (Figure 53A) (Gesnik et al. 2017), olfactory 

(Boido et al. 2019; Osmanski et al. 2014), auditory (Figure 53C) (Bimbard et al. 2018) and somatosensory 

cutaneous stimulations (Figure 53B) (Réaux-Le-Goazigo et al. 2022; Claron et al. 2021). Task-evoked brain 

activity mapping with fUS imaging enable the investigation of different sensory pathways and identify the 

cerebral regions involved in the task processing with good resolution. For example, in auditory 

stimulation, the high resolution of fUS signal could capture the responses in specific segregated layer 

(Bimbard et al. 2018). 

 

 

Figure 53: Functional mapping using fUS imaging. Examples of brain activation mapping consequent to 
three different sensory stimulations: (A) 3D reconstruction of the activated visual system of an 
anesthetized rat. (C) Map of the auditory cortex of awake ferrets. (adapted (Gesnik et al. 2017; Réaux-Le-
Goazigo et al. 2022; Bimbard et al. 2018). 
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6.3.3.2 Functional connectivity 

fUS is also a valuable method for studying functional connectivity by detecting the intrinsic brain activity 

at rest. 

In 2014, Osmanski and colleagues first applied fUS imaging to study the functional connectivity in the 

anesthetized rat brain. They demonstrated that fUS is capable of detecting correlated patterns in the 

spontaneous haemodynamic fluctuations between regions that are functionally and anatomically 

connected (Osmanski et al. 2014). Figure 54 summarizes the results of the study. First, they analysed the 

Power Doppler signal fluctuations between two contralateral regions. Subsequently, they extended the 

analysis within more regions to obtain a correlation matrix depicting the correlation factors between the 

regions of interest. 

 

Figure 54: Functional connectivity detected with fUS imaging in anesthetized rats. (A-B) Previously 
determined seed regions: right (blue) and left (red) S1HL and M1. (C) Spontaneous fUS signals from the 
bilateral S1HL and M1 were measured at rest, without stimulation, for 10 minutes. As the power doppler 
signals from the red and the blue regions are in phase, they are highly correlated. (D) the fluctuations of 
the red and the green signal are not in phase, resulting in low correlation (E). (F) Functional correlation 
between other pairs of regions located within the plane of interest (Bregma-0.6mm) and the obtained 
individual correlation matrix. (G) Averaged correlation matrix (Osmanski et al. 2014). 
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While this seminal work was conducted on anesthetized rats, fUS imaging has been subsequently 

developed for the study of FC in mice.  

In 2020, Ferrier and colleagues demonstrated the feasibility of using fUS for resting-state functional 

imaging in mice (Figure 55) (Ferrier et al. 2020). 

 

 

Figure 55: Functional connectivity detected with fUS imaging in awake mice. (A) Representative power 
Doppler image obtained with the selected ROIs. (B) Power doppler signal of two strongly functionally 
connected regions and above the signal of two less correlated regions. (C) Resting-state correlation matrix, 
from a representative awake mouse (adapted from (Ferrier et al. 2020). 

 

This study identified specific RSNs, such as the DMN, comparable to other studies demonstrated using 

fMRI. It has been demonstrated that the DMN represent a brain state of disconnection, comparable to a 

task-evoked deactivation (Greicius et al. 2003; Raichle 2015). Therefore, to identify the DMN in this study, 

the authors investigated the FC during sensory stimulation (whisker stimulation) compared to rest in 

awake behaving mice. Figure 56 shows the FC matrices obtained during rest and stimulation. The 

comparison shows drastic suppression of the interhemispheric S1BF connectivity during whisker 

stimulation, as compared to rest, due to unilateral activation of the left S1BF. Moreover, FC was also 

weakened between the right and left retrosplenial cortex (RSG) known to be a central hub of the DMN, 

during stimulation compared to rest, indicating a clear disruption of this midline DMN node (Ferrier et al. 

2020). 
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Figure 56: Change in FC in lightly sedated mice at rest and during whisker stimulation. (A) Mean 
correlation matrices during baseline (REST) and whisker stimulation (STIM). (B) Fisher-transformed z-
scores of interhemispheric correlations for each pair of symmetrical ROIs during baseline and whisker 
stimulation (Ferrier et al. 2020). 

 

These studies, and many others, demonstrated that fUS is a valuable method for studying functional 

connectivity and it can be used as a valid alternative to fMRI in preclinical research.   

Along with these findings, functional ultrasound has been used in several FC studies, for example to 

investigate brain connectome alterations associated with disease or neurological disorders. For instance, 

it was shown that, in rat pups, a fetal growth restriction model presented a general decrease of 

connectivity compared to controls and that early injection of oxytocin could mitigate this effect (Mairesse 

et al., 2019).  

Furthermore, functional connectivity mapping using fUS is a particularly well-suited readout for 

pharmacological studies and drug discovery (Vidal, Droguerre, Valdebenito, et al. 2020; Vidal, Droguerre, 

Venet, et al. 2020; Deffieux, Demené, and Tanter 2021; Rabut et al. 2020). 
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6.3.3.2.1 Functional connectivity studies with fUS in the pain field 

One of the numerous applications of fUS FC studies is the study of pain syndromes in rodents’ models. 

Especially, in 2020, Rahal and colleagues in our group conducted an exhaustive study of FC alterations in 

a rat model of persistent pain using fUS imaging.  

This study aimed to investigate the alterations in the brain connectome in a rat model of arthritis. They 

conducted the experiment in anesthetized rats, and they completed all three modalities of FC analysis, 

seed-based, static FC and dynamic FC analysis.  

With the seed-based analysis approach, a profound reduction in the FC in a part of cortico-cortical 

networks in arthritic animals was identify (Figure 57) (Rahal et al. 2020).  

 

 

Figure 57: Seed-based analysis of the FC alterations in arthritic animals. (A–E) are typical examples of 
the correlation between a seed region (ROI delineated in cyan) and the pixels in the imaged plane. The 
Pearson correlation was then computed in the ROI (delineated in black) (Rahal et al. 2020). 

 

Static FC confirmed the seed-based results, such as an alteration of the FC in some subparts of the 

somatomotor network (Figure 58A) (Rahal et al. 2020). These results show a reduced connectivity 

between structures of the DMN, and the strongest changes were observed in a subsection of the 

somatomotor network, such as the region dedicated to the inflamed paw. This specific and localized 

plasticity could be due to the increased electrophysiological activity previously described in this 

model/pathology (Gram et al. 2017; Spisák et al. 2017). 
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Dynamic FC analysis represents a different approach compared to the previous two. As describe in Figure 

58B, one brain state (# 1, which is the most occurrent and is a dynamic pattern of FC, where the signals of 

the whole SM network and the DMN hub cingulate cortex oscillate in synchrony) was significantly less 

frequently observed in arthritic animals, whereas on the other hand, two other states (# 2, 3, that are two 

dynamic patterns, where the primary motor and primary sensory cortex of each side anti-correlate with 

the rest of the SM network) occurred more frequently in these animals. The lower occurrence of the brain 

state #1 in arthritic rats shows that the synchronism between the somatosensory, motor and cingulate 

cortices is highly affected by the pathology. Moreover, this breach of synchronism observed in states 2 

and 3 might be an indirect measure of the spontaneous firing of nociceptors, a feature known to induce 

spontaneous pain. The results indicate a strong and significant alterations of the dynamic of some 

subnetworks in arthritic animals. Furthermore, this study demonstrated the capability to measure 

alterations of Dynamic FC resulting from brain function remodelling due to chronic pain using fUS imaging 

(Rahal et al. 2020). 

 

 

 

Figure 58: Static and dynamic FC changes in arthritic rats. (A) static FC analysis. Averaged Pearson 
correlation matrix in the control and arthritic groups. (right) Matrix of significance of the differences 
between control and arthritic matrices. White squares represent the pairs of ROIs with a significant 
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alteration in FC between the two groups. (B) Dynamic FC analysis. Decomposition into brain states 5, 6 
and 7 obtained by unsupervised k-means clustering of the phase matrices. The decomposition produces 
robust results, with the matrices obtained for k = 5, 6 or 7 states being very consistent. The p-values 
written under each matrix show that for four states (states 1, 2, 3 and 7), the occurrence over time is 
significantly altered between controls and arthritics. (Right) Box plots presenting the occurrence rate of 
each of the four different states. The first modified state appears significantly more often over time in the 
control group than in the arthritic group. The other three states appear less frequently over time in the 
control group than in the arthritic group. While arthritic animals spend less time in the state 1, they spend 
significantly more time in the states 2 and 3. (Adapted from (Rahal et al. 2020). 

 

Finally, in this study the FC analysis has been correlated with the pain behavior in individual animals, by 

using individual correlations between FC alterations and several aspects of clinical/pain behavior in 

arthritic and control animals (mechanical sensitivity, inflammation score or differences in weight gain). 

The correlation between somatomotor network alterations and weight gain and mechanical 

hypersensitivity indicate that the somatomotor network is involved in the discriminative aspect of 

persistent pain. Moreover, the positive correlation in FC alterations between the LO (lateral orbital) cortex 

and the somatomotor cortex and body weight gain, suggests a link with the emotional and cognitive 

aspect of pain. Another brain area, whose FC is significantly altered (Hippocampo-Cortical connectivity) 

and whose changes are linked to changes of behavior, is the hippocampus. The reorganization of the 

processing within the hippocampus and the cortex, suggest, as previously described in patients with 

chronic back pain (Mutso et al. 2014), a contributor to the transition from acute to chronic pain and 

possibly to comorbidities. Overall, these results suggest a correlation between FC alterations and either 

cognitive or emotional aspect of pain. 

 

This work introduces fUS imaging as a new translational tool for the enhanced understanding of the 

dynamic pain connectome and brain plasticity in a preclinical model of chronic pain. Moreover, 

combination with individual behavioral scores showed a clear link between these impairments and some 

aspects of animal’s clinical and/or pain state (Rahal et al. 2020). 

 

6.3.4 Experimental configurations for fUS experiments 

Functional ultrasound imaging has been used in numerous animal models such as mice (É. Macé et al. 

2018), rats (Gesnik et al. 2017), ferrets (Bimbard et al. 2018), pigeons (Rau et al., 2018) and non-human 

primates (Dizeux et al. 2019). For each animal model, a specific experimental setup was developed, taking 

into account the different characteristics of the species. For example, the skull, which protects the brain, 
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represents a limitation for ultrasound imaging. The skull absorbs and attenuates ultrasound waves, and 

this effect is associated with the thickness of the bone. To address this issue, several surgical techniques 

have been developed in the laboratory (Figure 59). These include complete removal of the skull through 

craniotomy (Figure 59A), thinning the skull (Figure 59B), or replacing the skull with a material transparent 

to ultrasound waves (Figure 59C). The first two strategies are used for acute experiments, while the third 

is used for chronic procedures. These surgical procedures have been developed especially for adult rats 

and larger animals. In mice and young rats, the thinness of the skull minimally affects ultrasound waves, 

allowing for transcranial experiments (Figure 59D). In non-human primates the thickness of the skull 

imposes heavier surgical procedures, and fUS has been performed in awake animals by placing the 

ultrasonic probe within the electrophysiology chamber (Deffieux, Demené, and Tanter 2021; Dizeux et al. 

2019; Blaize et al. 2020). 

 

Figure 59: Different surgical approaches in rodents.  

 

fUS experiments can be conducted under various experimental configurations: anesthetized or awake; 

freely-moving or head-fixed animals. 

Due to its experimental ease of use, experiments performed in anesthetized animals are the most 

common. However, as previously discussed in paragraph 5.3.5.1, in order to study brain activity in 

behaving animals without the bias of anesthesia, performing awake experiment become important. The 
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possibility to perform whole brain fUS imaging in behaving rodents has been demonstrated in different 

conditions: during seizures (Sieu et al. 2015), locomotion or operant tasks (Sieu et al. 2015; Urban et al. 

2015) and even during sleep (Bergel et al. 2018). 

Two possible configurations for awake fUS imaging have been investigated: 

- Freely-moving, which is possible thanks to the miniaturization of ultrasonic probes that can be 

tethered to the animal’s head using a surgically implanted metal frame (Sieu et al. 2015; Urban et 

al. 2015; Bergel et al. 2018; Rabut et al. 2020). 

- Head-fixed, a metal frame surgically implanted on the animal head enables the head-fixation. This 

configuration is suitable for mice, ferret and primate (É. Macé et al. 2018; Bimbard et al. 2018; 

Ferrier et al. 2020; Dizeux et al. 2019; Blaize et al. 2020; Brunner et al. 2020) and it enables the 

use of motorized stage or matrix array for whole brain imaging. 

 

The three most common fUS imaging experimental designs are shown in the figure below (Figure 60), 

usually for mice and rats it is possible to perform anesthetized, awake head-fixed or freely moving 

experiments.  

Depending on the experimental configuration, there are some limitations concerning the field of view. As 

depicted in the figure below, freely-moving is restricted to 2D imaging modality. In contrast, in 

anesthetized and awake head-fixed conditions, access to the entire brain is possible. Figure 60C shows 

two different modalities to acquire whole-brain imaging, both were used in this project and will be 

described in the following chapters of the manuscript. These two modalities represent the results of the 

technological development done by the laboratory in the past fifteen years. Initially ,the acquisitions were 

limited to a single plane.  Later on, new strategies to perform 3D imaging have been developed (Demené 

et al. 2016; Gesnik et al. 2017; Bimbard et al. 2018; É. Macé et al. 2018; Rau et al., 2018). This was achieved 

by mechanically translating the 1D transducer. This approach was further optimized using fast scans 

approach to allow multislice acquisitions (Deffieux, Demené, and Tanter 2021). 
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Figure 60: fUS experimental configuration in rodents. (A) Schematic representation of the neuroimaging 
scanner. (B) Anesthetized, awake head-fixed and freely-moving configuration. (C) imaging modalities. 

 

In conclusion, functional ultrasound imaging enables whole-brain brain activity imaging with high spatio-

temporal resolution and high sensitivity. This technique has been used in numerous animal models, from 

mice to primate, under diverse experimental setups, and it can easily be combined with other 

neuroscience techniques such as EEG (Sieu et al. 2015; Bergel et al. 2018) or optogenetics (Brunner et al. 

2020; Rungta et al. 2017). Moreover, fUS can easily be adapted for awake head-fixed or freely-moving 

animals and is suitable for pharmacological studies using functional connectivity as a readout (Deffieux, 

Demené, and Tanter 2021; Rabut et al. 2020). 

The various possible configurations suitable for fUS imaging expand the range of investigative possibilities, 

positioning this technique uniquely between fMRI and optical techniques for studying the brain. 
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7 OBJECTIVE OF THE THESIS PROJECT 

Neuropathic pain is correlated with brain reorganization and consequently FC patterns disruption. Several 

studies have shown that patients suffering from chronic pain present morphological and functional 

reorganization in cortical and subcortical areas compared to healthy controls (Bliss et al. 2016; Huang et 

al. 2019). Preclinical longitudinal studies have demonstrated that those changes are time-dependent and 

might reflect the development of neuropathic pain symptoms overtime and the apparitions of 

comorbidities (Yalcin et al. 2011).    

The main objective of this thesis was to decipher the temporal link between alterations in cerebral 

Functional Connectivity and the development of neuropathic pain and/or associated comorbidities in a 

mouse model of neuropathic pain using functional ultrasound imaging (fUS).  

To do so, many technical developments were necessary: experimental protocols to image in awake head 

fixed animal, with minimal stress, the development of a strategy to image resting-state functional 

connectivity using fast multislice scanning. This work is presented in the second chapter of this 

manuscript. The experimental protocol developed allows reproducible and standardized fUS imaging in 

either awake or anesthetized mice. In this work, we developed the experimental protocol for animal 

handling and imaging.  

Then, I used this experimental methodology to test our neurobiological hypothesis. To do this, we 

measured the resting-state functional connectivity (FC) in awake head-fixed mice, at two time points: I) 2 

weeks after induction of neuropathic pain (cuff around the sciatic nerve), II) at 8 weeks post-induction 

during the emergence of anxiety. This study is presented in the third chapter. 

During my PhD, the technology of ultrasound probes evolved, offering new opportunities to capture 

intrinsic connectivity across the entire mouse cerebrum.  In the fourth chapter, I am presenting the 

technological development we performed in collaboration with our colleagues at Physics for medicine, to 

map the brain-wide functional network in 3D, using a multi-array probe.  

Finally, I used this newly developed method of imaging in my PhD project to overcome some limitations 

encountered in chapter 3. Indeed, the novel 3D multi-slice imaging modality, described in chapter 4, was 

applied for the study of FC alterations in a longitudinal follow-up (T0, 2W, 8W, 12W) of neuropathic pain 

in a mouse model, in anesthetized conditions. This study is presented in the fifth chapter. This approach 

gave us the opportunity to investigate the alterations of brain changes until a later time point, compared 
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to the study conducted in chapter 3, 12 weeks post induction of neuropathic pain and to image the brain 

networks involving the insula, a key structure in pain processing. This was unfortunately not possible in 

chapter 3. 
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CHAPTER 2 
 

ARTICLE N°1:  

Whole-Brain 3D Activation and Functional Connectivity 

Mapping in Mice using Transcranial Functional Ultrasound 

Imaging 
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INTRODUCTION OF THE ARTICLE N°1 

Functional ultrasound (fUS) imaging, as detailed in chapter 1 section 4 is a recently developed 

neuroimaging technique based on ultrafast doppler that provide high sensitivity imaging of cerebral blood 

volume changes (Deffieux et al. 2018). As brain perfusion is strongly linked to local neuronal activity, this 

technique allows the brain mapping by task-induced regional activation as well as by resting-state 

functional connectivity.  

While human fMRI has high reliability and sensibility, fMRI brain mapping in mice, the most used 

preclinical model in Neuroscience, remains technically challenging due to the small size of the brain and 

the limited feasibility of imaging in awake conditions. A main advantage of fUS imaging is the full 

compatibility with imaging the small size of rodents' brains, and additionally, with imaging in awake and 

behaving conditions. 

The first project that I undertook in my PhD, and that lead to the publication attached below (Bertolo and 

al., 2021, JOVE) aimed at developing and validating several key aspects of fUS imaging in either awake or 

anesthetized mice. In this work, I developed the experimental protocol for animal handling and imaging. 

This was necessary for the reproducibility and standardization of the results. I was also actively involved 

in the development of methods for data collection and signal processing using a commercial fUS system 

with a motorized linear transducer. 

One of the main current limitations of fUS imaging is its 2D feature. In this work, we evaluated a fast plane-

switching scanning approach, which involves mechanically translating the 1D transducer using a 

motorized approach and employing a fast-scanning method to enable multi-slice acquisitions, resulting in 

a reconstruction of a 3D fUS volume. 

This work describes a reproducible protocol for 3D quantification of cerebral hemodynamic variations 

transcranially in the mouse brain, at rest or in response to sensory stimulation. Whisker stimulation, a 

standard paradigm to map brain functional activation in rodents, has been selected as an example of 

sensory stimulation-evoked response. In both configurations, whether anesthetized or awake, we 

observed a consistent brain activation response that correlated with the sensory stimulus presented. 

Furthermore, in resting-state conditions we observed, with a static FC analysis, strong interhemispheric 

connectivity pattern, which is in accordance with findings in the literature (Sforazzini et al. 2014). With 

seed-based analysis in the dorsal hippocampus we identified a significant interhemispheric connectivity 
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between right and left hippocampus as well as deep retro-hippocampal regions and piriform cortices. A 

seed region selected in the S1BF also resulted in a symmetrical (cortico-cortical) correlation pattern, as 

previously described (Shuler, Krupa, and Nicolelis 2001). 

The reproducibility and consistency of the results shown demonstrate the high compatibility of functional 

ultrasound with the proposed configurations, in anesthetized and awake behaving animals. Moreover, it 

validates the surgical and the habituation protocols for the awake head-restrained apparatus.  
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Abstract

Functional ultrasound (fUS) imaging is a novel brain imaging modality that relies

on the high-sensitivity measure of the cerebral blood volume achieved by ultrafast

doppler angiography. As brain perfusion is strongly linked to local neuronal activity,

this technique allows the whole-brain 3D mapping of task-induced regional activation

as well as resting-state functional connectivity, non-invasively, with unmatched spatio-

temporal resolution and operational simplicity. In comparison with fMRI (functional

magnetic resonance imaging), a main advantage of fUS imaging consists in enabling

a complete compatibility with awake and behaving animal experiments. Moreover,

fMRI brain mapping in mice, the most used preclinical model in Neuroscience,

remains technically challenging due to the small size of the brain and the difficulty to

maintain stable physiological conditions. Here we present a simple, reliable and robust

protocol for whole-brain fUS imaging in anesthetized and awake mice using an off-the-

shelf commercial fUS system with a motorized linear transducer, yielding significant

cortical activation following sensory stimulation as well as reproducible 3D functional

connectivity pattern for network identification.

Introduction

Over the last two decades, neuroimaging has become an

important tool for studying brain function and organization,

enabling researchers to make important discoveries in the

field of neuroscience. Today, functional magnetic resonance

imaging (fMRI) has become the gold standard clinical

neuroimaging technique to assess task or drug-evoked

brain activation and to map functional connectivity at rest.

While human fMRI has high reliability and sensibility, mouse

fMRI remains technically challenging for numerous reasons1 .

First, fMRI has a poor spatial and temporal resolution.
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The small size of the mouse brain necessitates the use

of strong magnetic fields using expensive scanners to

achieve reasonable spatial resolution. Second, maintaining

stable physiological parameters within the narrow range

allowing efficient neuro-vascular coupling is very difficult in

anesthetized mice. Finally, the blood oxygen level dependent

(BOLD) signal on which fMRI studies rely has relatively poor

sensitivity, leading to low signal-to-noise ratio when applied

to mice and often requires repeated stimulus presentation

over long acquisition to detect small variations. The mouse

being the most widely used animal model in biomedical

preclinical research, these limitations are partly responsible

for the translational gap in neuropsychiatry, hindering new

promising therapeutic targets on the bench to be transposed

into effective treatments on bedside.

Functional ultrasound (fUS) is a recently developed

neuroimaging technique based on ultrafast doppler2 . By

directly sampling cerebral blood volume, this technique allows

probing brain activity in real-time through the neurovascular

coupling. Compared to other neuroimaging techniques, fUS

yields a spatial resolution of 100 µm and a temporal resolution

in the tens of milliseconds. This technique allows whole-brain

imaging of complete coronal sections of the mouse brain,

completely non-invasively. Furthermore, it is fully compatible

with conscious and behaving animals3,4 ,5 . One of the main

current limitations of fUS is its 2D feature, allowing to record

a single coronal plane at the same time. While volumetric

3D fUS using 2D matrix array transducers has already been

successfully demonstrated in rats6  and confirmed in mice7 ,

its current lack of sensitivity requires a full craniotomy as

well as averaging an important number of trials to detect a

slight change of activity. Alternatively, linear transducers can

be stepped across multiple positions and perform functional

imaging plane by plane to cover the whole brain. However,

this technique requires numerous experimental paradigm

repetitions and as such long acquisition times (3-4 hours for

the mouse brain)8,9 .

In the present work, we describe a robust experimental

platform including a commercially available functional

ultrasound scanner and a fast plane-switching linear

transducer with procedures to acquire 3D fUS data in

anesthetized and awake mice, allowing volumetric and

transcranial functional mapping of the mouse brain, non-

invasively, without contrast-agent and within short acquisition

times. We illustrate this feature by mapping somatosensory

cortex activation following whisker stimulation as well as

resting-state functional connectivity. Aside from animal

preparation and data collection, we also describe the

procedure for visualization, atlas registration and analysis of

real-time fUS signals.

Protocol

All the procedures presented here have been performed in

agreement with the European Community Council Directive

of 22 September 2010 (010/63/UE) and our local ethics

committee (Comité d'éthique en matière d'expérimentation

animale number 59, 'Paris Centre et Sud', project #2017-23).

Adult mice (male C57BL/6 Rj, age 2-3 months, 20-30 g, from

Janvier Labs, France) were housed 4 per cage with a 12h

light/dark cycle, constant temperature at 22 °C and food and

water ad libitum. Before the beginning of the experiments,

animals are given a one-week minimum acclimatization

period to housing conditions.

1. Animal preparation for anesthetized fUS
imaging

1. Anesthesia

https://www.jove.com
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1. Weigh the mouse.

2. Prepare a mixture of ketamine and xylazine at 10

mg/mL and 2 mg/mL, respectively, in sterile saline.

Administer 0.2 mL of the ketamine/xylazine solution

intraperitoneally using a 26 gauge needle and 1 mL

disposable syringe. After a few minutes, position the

animal onto the stereotaxic frame, making sure that

the head is flat.

3. Administer a second volume of anesthetics to reach

a total dose of 100 mg/kg ketamine and 20 mg/kg

xylazine (taking the initial dose into account).
 

NOTE: Anesthesia should last for 1 h. To maintain

a steady sedation for a longer time, inject 0.05

mL of the ketamine/xylazine mixture every 30 min

intraperitoneally.

2. Animal preparation for anesthetized imaging session

1. Apply some eye ointment (e.g., Ocry-Gel) to the

mouse eyes to avoid any cataract formation during

the imaging session. Shave the mouse head using

a trimmer. Apply some depilatory cream and rinse

after a couple of minutes. Repeat until the hair is

completely removed.

2. Insert subcutaneous pins in the limbs

for electrocardiogram (ECG) recording. Place

centrifuged ultrasound gel (1500 rpm, 5 min) on the

head.

3. Monitor the depth of anesthesia during the complete

duration of the experiments (anesthesia induction

included). Maintain the temperature of the animals at

37 °C by using a heating blanket coupled to a rectal

probe.

4. Monitor the following physiological parameters

which are indirect indicators of the depth

of anesthesia: Heart rate (220-250 beats per

minute - monitored through the electrocardiogram

thin electrodes implanted subcutaneously), and

Respiratory rate (130-140 breaths per minute -

monitored using a spirometer connected to the ECG

acquisition system).
 

NOTE: A description of the experimental setup is

depicted in Figure 1.

https://www.jove.com
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Figure 1: Experimental setup for anesthetized fUS experiments. Description of the experimental setup showing all the

scientific equipment needed during an anesthetized experiment. 1. Physiological monitoring : live display of both respiratory

and cardiac frequencies. 2. Four-axis motor module (three translations and one rotation) monitored by Iconeus One system

(9) and allowing to perform transcranial 3D tomographic scans or 4D acquisitions. 3a. Servo-Motor driving the whisker

stimulator (3b.) The servo-motor is controlled by an arduino uno card which is interfaced with the Iconeus One system (9)

in order to synchronize stimulation patterns with imaging sequences. 4.a. Syringe pump controller. 4.b. Syringe holder.

5.a. Temperature plate monitor controlling the heating plate. 5.b. Heating plate and rectal thermometer interfaced with the

temperature plate monitor (5.a.). 6. Ultrasound gel placed between the animal's head and the ultrasound probe, providing

acoustic coupling between them. 7. 15 MHz ultrasound probe. 8. Probe holder linking the probe (7) to the motor module

(2). 9. Iconeus One equipment and software, allowing programing different imaging sequences and controlling the motors

module (2) driving the probe (7). Please click here to view a larger version of this figure.

2. Animal preparation for awake head-fixed mice
experiments

1. Headplate surgery

1. Place the anesthetized animal (steps 1.1-1.2) in the

stereotaxic frame on a heating pad (37 °C). Apply

protective gel for the eyes and administer lidocaine

s.c. (0.2 mL, 2 %) under the scalp skin using a 26-

gauge needle and wait a few minutes.
 

https://www.jove.com
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NOTE: Monitor the anesthesia level every 10-30 min

by response (absence of) to a firm toe pinch.

2. Perform an incision following the sagittal suture from

behind the occipital bone to the beginning of the

nasal bone. Using surgical scissors, excise the skin

over both hemispheres.

3. Clean the skull with 1% iodine solution and remove

any remaining periosteum. Using the headplate as a

template, drill two holes (1 mm diameter) in the skull

to position the anchoring screws.
 

CAUTION: Be careful not to drill completely through

the skull to avoid any brain damages or dura

inflammation

4. Position the headplate with the screws. Use dental

cement to fix the screws and the headplate in front

and in the back of the frame to maintain good grip

of the implant.
 

CAUTION: Be careful to not apply cement inside the

frame window as it greatly diminishes signal quality.

Cover the skull with a thin layer of surgical glue to

protect the bone and seal the wounds on the side of

the imaging window.

5. Remove the animal from the stereotaxic frame after

the cement is dry and reverse the anesthesia by a

subcutaneous injection of atipamezole at 1 mg/kg. A

prophylactic administration of meloxicam (5 mg/kg/

day, s.c.) is administered for post-operative pain.

6. Place the animal in a recovery cage on a heating

pad (37 °C). The mouse can return its home cage

with littermates within a few hours. Place a magnetic

3D-printed cap (polyactic acid material with magnet

inserts) over the headplate for protection (Figure

2A). Leave the mouse to recover for 4 to 6 days

before the beginning of the habituation to the mobile

home cage (MHC).
 

NOTE: The total weight of the cap and the headplate

is 2.8 g.

2. Handling and habituation

1. On day 1 post-recovery (PR), gently hold the mouse

in hand for 5-10 min several times a day.

2. On day 2 PR, repeat handling as in day 1 and leave

the animal for 5-10 min exploring freely MHC.
 

NOTE: Playing some background music in the room

can help reduce animal's stress.

3. On day 3 PR, let the animal freely explore the

MHC for 5-10 min. Afterwards, carefully grab the

headplate and gently place it in the clamp, moving

manually the carbon cage to accompany the mouse.

Habituate the animal in the head-fixed position

for 5-10 min. Clean the MHC in between training

sessions with 70% ethanol solution and rinse with

tap water.
 

NOTE: Make sure that the MHC receives a sufficient

air flow as recommended by the manufacturer. The

height of the head clamp needs to be manually

adjusted to provide a comfortable position.

4. On day 4 and 5 PR, repeatedly clamp the mouse

MHC and gradually increase the head-fixed time,

starting from 5 min and up to 30 min. Apply some

saline and ultrasound gel on the imaging window to

habituate.

5. On day 6 PR, repeat the protocol from day 4/5 PR

and position the probe above the animal's head

following step 3.1.

6. On the day of the experiment, proceed as described

above. Then, humidify the imaging window with

https://www.jove.com
https://www.jove.com/
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saline and apply some ultrasound gel. Start the

tracking of the animal and proceed to the probe

positioning (see below).
 

NOTE: Clamping in the MHC may also be done by

wrapping the mouse in a rag. In that case, mice

need to be habituated to the wrapping procedure

before head-fixation. A description of a complete

experimental setup for awake imaging is provided in

Figure 2B.

https://www.jove.com
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Figure 2: Experimental setup for awake fUS experiments. A. Schematic illustration of the headplate magnetic cover

protecting the imaging window (created with BioRender.com). During imaging sessions (Left), the cover is removed to scan

the brain in the large aperture offered by the head plate. B. Photograph of the experimental setup for transcranial awake

imaging in head-fixed freely-behaving mice. 1. Iconeus One system and software, allowing to set up different imaging

sequences and controlling the motors module. 2. Four-axis motors module (three translations and one rotation) monitored

by Iconeus One system (1) and allowing 3D tomographic scans or 4D acquisitions. 3. Air dispensing table. 4. Mobile Home

Cage (MHC). 5a,5b. Photographs showing closer views of the animal's environment inside the MHC. 6. Head fixation system

https://www.jove.com
https://www.jove.com/
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clamping the head plate. 7. Probe holder linking the probe to the motor module (2). 8. 15 MHz ultrasonic probe. 9. Ultrasound

gel placed between the mouse head and the ultrasound probe, providing acoustic coupling between them. 10. Servo-Motor

driving the whisker stimulator. The Servo-Motor is controlled by an Arduino Uno card which is interfaced with the Iconeus

One system through TTL signal (1) in order to synchronize stimulation patterns with imaging sequences. C. Illustration of

the different spatial sampling possibilities (created with BioRender.com): in each case, the probe is stepped from the first

position to the last one and a Doppler image is recorded at each position to reconstruct the stacked volume. This process is

continuously repeated during the whole acquisition time. Dense Scan (left): the step between slices must be small enough

(typically 400 µm, which corresponds to the elevation resolution) to allow volumetric imaging. Sparse Scan (right): if distant

functional regions are targeted (at different positions), it is also possible to decrease spatial sampling to image different slices

that intersect these regions while not compromising the temporal sampling. Please click here to view a larger version of this

figure.

3. Probe positioning

1. Start the software (e.g., IcoScan) and create an

experiment session. Go to the Move Probe menu to

adjust the position of the ultrasound probe using the

navigation keyboard.
 

NOTE: The probe should be positioned approximately 1

mm above the animal's head. It is crucial to ensure that

the probe is in contact with ultrasound gel before starting

any imaging sequence.

2. Start the Live View acquisition and adjust probe position

if needed via real time imaging of the animal CBV

(cerebral blood volume). Align the brain at the center of

the image. Optimize the imaging parameters to capture

the highest signal-to-noise ratio.
 

NOTE: In awake mice experiments, the aperture size

needs to be reduced to avoid artefacts induced by lateral

muscles contraction.

4. Angiographic scan and atlas registration

1. Open the Angio 3D option in the acquisition software. On

the preset panel, adjust the scanning parameters (first

slice, last slice and step size) in order to scan the whole

brain (Figure 3A, B), and start the acquisition.
 

NOTE: When setting up the scan parameters, make sure

that the scan will cover the posterior part of the brain

2. Leave the acquisition software open and start the

software for data analysis and visualization (e.g.,

IcoStudio), and load the angio 3D scan. Navigate through

the acquisition volume using the 3-views panel and

select the Coronal Scan Direction: antero-posterior or

postero-anterior.

3. Go to the Brain Registration Panel. Load the mouse

reference template that will be needed for the registration

process. Register the scan on the Allen Mouse

Common Coordinates Framework using the fully

automatic or the manual registration modes (Figure 3C).

4. Check the result by looking at the superposition of the

angio 3D scan and the reference template or by looking

at the superposition of the scan and the Allen reference

atlas using the Atlas Manager panel (Figure 3D). Save

the registration as a .bps file.
 

https://www.jove.com
https://www.jove.com/
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NOTE: The registration file can be reused for any

other acquisition performed during the same experiment

session.

5. Brain Positioning System (BPS)

1. In the IcoStudio software, make sure that the

angiographic scan and its .bps file (generated in step 4.4)

are loaded.

2. Go to the Brain Navigation Panel. In the Atlas Manager

panel, navigate through the mouse Allen brain atlas

with the parent/child tree navigator. Find the anatomical

targeted regions and select them to superimpose them

to your scan in the 3-views.

3. Visualize the targeted regions in the 3-view panel and

choose an imaging plane that overlaps the targeted

regions for the experiment. To do so, manually set two

markers on the coronal position that includes the regions

of interest.

4. Click on Brain Positioning System (BPS) to extract

the resulting motor coordinates. These coordinates

correspond to the probe position which allows to image

the targeted plane. Check the preview of the image which

is computed from the angio scan.

5. In the IcoScan software, enter the Probe positioning

panel and click on Enter BPS coordinates. Apply the

coordinates given in step 5.4. The probe moves and

aligns on the targeted imaging plane.

6. Perform a live view acquisition and check that the current

imaging plane corresponds to the prediction given in step

5.4.
 

NOTE: It is also possible to select parasagittal/non

orthogonal planes.

https://www.jove.com
https://www.jove.com/
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Figure 3: Fast transcranial angiographic Scan and Brain registration for precise probe positioning. A. Schematic

representation of the mouse brain being scanned transcranially by the ultrasonic probe from the first coronal slice (green)

to the last coronal slice (blue) during a fast angiographic scan. The current imaged slice (represented in red) moves step by

step from the back (green) to the front (blue) of the brain. Created with BioRender.com B. Screenshot of IcoScan acquisition

software in the Angio 3D panel. The preset parameters on the right configure the fast scan. The positions in mm of the first

slice, the last slice and the step size must be well chosen to scan linearly the whole brain. C. Screenshot of the IcoStudio

processing software. The fast Angio 3D scan is automatically registered to a reference template of the mouse brain. The

three-views (left) shows the superposition of the vasculature and the mouse brain Allen atlas in the coronal, sagittal and

axial views. D. Linear lay-out (montage) of 16 slices (out of 31) from the 3D angio scan, with the registered Allen reference

atlas superimposed onto the vasculature. E. Screenshot of the Brain Navigation panel showing the predicted imaging plane

corresponding to the motor coordinates computed by the software thanks to the two markers placed at the center of the left

and right primary somatosensory cortex, barrel fields region. Please click here to view a larger version of this figure.

6. Task-evoked experiment: whisker stimulation

1. Predefine the stimulation sequence, including time

of stimulation, inter-stimulation time and number of

repetitions.

2. Run a 3D fUS sequence by defining the total time of

acquisition, the number of positions as well as the dead-

time between positions. In case of automatic stimulation

synchronized with the acquisition system through TTL

input, select the Trig-IN option before starting the

acquisition.
 

NOTE: For the results presented in this work, stimulation

was delivered using cotton swab positioned such as to

allow deflection of most of the whiskers in the dorsal/

ventral direction. It was fixed on a servo-motor driven

by an Arduino UNO card, linked to the Iconeus One

https://www.jove.com
https://www.jove.com/
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system to ensure synchronization. The recommended

parameters for stimulation are 30 s ON, 30 s OFF,

amplitude of 20° and 4 Hz frequency. Alternatively, the

stimulation can also be delivered manually by deflecting

the whiskers at the defined times during the acquisition.

3. Open the acquisition in IcoStudio software and enter the

Activation map menu. Fill the activation pattern field

with start and end times and compute the activation map.

Adjust the display parameters for visualization. Export

the activation map as a .h5 file for off-line analysis.
 

NOTE: Activation is estimated using a generalized linear

model (GLM) approach with the stimulus convolved

by a default mouse hemodynamic response (HRF).

Alternatively, activation can be visualized directly

by estimating the Pearson correlation between the

stimulation pattern and the hemodynamic signal from

each voxel.

7. 4D functional connectivity

1. Run a 3D fUS sequence by defining the total time of

acquisition, the number of imaging plane positions as

well as the dead-time between positions.
 

NOTE: For 4D functional connectivity, we recommend

acquisition time between each volume < 2.5 s (sampling

frequency of at least 0.4 Hz) and a total acquisition time

of at least 10 min (number of time points > 180).

2. Save the acquisition and load it in the IcoStudio software.

If necessary, load the .bps file and the Allen mouse brain

coordinate framework. In the Atlas manager, select

regions of the atlas as regions of interest (ROI).

3. Enter the Functional Connectivity menu and select the

desired regions in the ROI manager. Visualize the results

as connectivity matrix (supervised analysis) or seed-

based correlation map (unsupervised). Select and adjust

the bandwidth filters as desired and export correlation

results for statistical analysis.
 

NOTE: In 3D fUS imaging mode, the relative probe

positions are set manually. Hence, two types of scans are

possible and can be chosen depending on the functional

application: dense scans versus sparse scans (Figure

2C).

Representative Results

This protocol describes the 3D quantification of cerebral

hemodynamic variations transcranially in the mouse brain,

at rest or in response to sensory stimulation. Whisker

stimulation, a standard paradigm to map brain functional

activation in rodents, has been selected as an example

of sensory stimulation-evoked response. Figure 4 shows

a representative activation map in response to mechanical

whisker stimulation in an anesthetized mouse obtained using

transcranial fUS imaging. The total trial time was 760 s, with

a 60 s baseline (before and after the stimulation), an 80 s

stimulation and a 60 s recovery time, repeated 5x. Significant

activation was determined with the resolution of a general

linear model (GLM) using a default mouse hemodynamic

response function (HRF). The activated regions (Z scores

with p-value >0.0000006 after stringent Bonferroni correction

for multiple comparison) are displayed as color-coded values

overlaid onto the Allen common coordinate framework

template. Voxel-wise time course of the contralateral primary

somatosensory cortex, barrel field region (S1BF) revealed a

15-20% increase of the CBV compared to baseline.

https://www.jove.com
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Figure 4: Transcranial activation Maps and rCBV time course following whiskers stimulation in ketamine/xylazine

anesthetized mouse. A. Activation map showing significantly activated voxels following mechanical stimulation of the

right whiskers (80 s ON, 60 s OFF ,5x) under ketamine/xylazine anesthesia. Maps were obtained by computing Z-scores

based on general linear model analysis (GLM) with Bonferroni correction for multiple comparison. Z-scores (color coded)

are overlaid on the Allen brain 3D template (after registration with the brain positioning system) and displayed in three-

views: coronal (left), sagittal (middle) and axial (right). Anatomical regions from the Allen mouse brain common coordinate

framework are displayed for reference. Activated voxels are well located inside the left S1BF cortex. Scale bar: 1 mm. Each

sample volume was scanned over 2.8 mm (corresponding to 7 slices in the elevation direction) in 3.85 s allowing to record

20 volumic samples during each functional response. B. 3D rendering of whisker stimulation-evoked relative cerebral blood

volume (rCBV) increase compared to baseline level. The anatomical delineation of the S1BF is indicated in blue. C. Time

course of CBV variations in the left S1BF (blue) and the corresponding stimulus applied (red). Please click here to view a

larger version of this figure.

The same paradigm has been applied in a head-fixed

behaving mouse in the mobile homecage using the awake

preset of IcoScan. Figure 5 presents the activation map

after a multiple whisker stimulation experiment using the

experimental setup described in Figure 2. A few posterior and

caudal whiskers were stimulated with the following pattern: 30

s baseline followed by five consecutive trials of 30 s ON (4 Hz)

and 30 s OFF (Figure 5C). Stimulation was delivered using

a servo-motor driven by an Arduino UNO card triggering the

image acquisition sequence for synchronization. Significant

activation was determined with the resolution of a general

linear model (GLM) using a default mouse hemodynamic

response function (HRF). Multiple comparison correction was

performed with the Bonferroni method. Conventional alpha

level of 0.05 was normalized by the total number of voxels in

the acquisition volume, resulting in a final stringent threshold

of 0.000003.

https://www.jove.com
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Figure 5: Activation Maps and rCBV time course following whiskers stimulation in awake behaving mouse. A.

Activation map showing significantly activated voxels following mechanical stimulation of the right whiskers (30 s ON, 30 s

OFF, 5x) in an awake mouse in the mobile homecage. Maps were obtained by computing Z-scores based on general linear

model analysis (GLM) with Bonferroni correction for multiple comparison (normalization by the total number of voxels). Z-

scores (color coded) are overlaid on the Allen brain 3D template (after registration with the Brain Positioning System) and

displayed in three-views: coronal (left), sagittal (middle) and axial (right). Anatomical regions from the Allen Mouse Brain

Common Coordinate Framework are displayed for reference. Activated voxels are well located inside the left S1BF cortex.

Scales bars, 1 mm. Each sample volume was scanned over 1.6 mm (corresponding to 3 slices in the elevation direction)

in 3.85 s allowing to record 17 volumic samples during each functional response. B. 3D rendering of whisker stimulation-

evoked relative Cerebral Blood Volume (rCBV) increase compared to baseline level. The anatomical delineation of the S1BF

is indicated in blue. C. Illustration of the mouse in the mobile homecage during the right whisker stimulation experiment,

during which five 30 s trials were performed for a total acquisition time of 330 s. D. Instantaneous relative CBV time course

https://www.jove.com
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extracted inside the activated area (blue), with the corresponding stimulus superimposed (red). Please click here to view a

larger version of this figure.

Figure 6 shows the temporal correlations of normalized

low-frequency (<0.2 Hz) spontaneous CBV fluctuations

between 3D brain regions (identified from registration

to the Allen common coordinate framework) in a

ketamine-xylazine anesthetized mouse. Total acquisition

time was 20 min (1200 s). Atlas-supervised analysis

revealed strong interhemispheric connectivity patterns, with

resulting correlation coefficient values up to 0.8. Seed-

based analysis in the dorsal hippocampus revealed a

significant interhemispheric connectivity between right and

left hippocampus as well as deep retro-hippocampal regions

and piriform cortices. A seed region selected in the S1BF also

resulted in a symmetrical (cortico-cortical) correlation pattern,

as previously described.

 

Figure 6: Transcranial volumetric resting-state functional connectivity of the mouse brain under ketamine/xylazine

anesthesia assessed on a 20 min 3D fUS acquisition. A. Correlation matrix based on 3D regions of the Allen common

coordinate framework registered on the transcranial functional acquisition. The matrix is obtained by computing the

normalized Pearson's correlation of spontaneous low-frequency fluctuations (<0.1 Hz) of the average time signals from all

the voxels included in each identified ROI after slice timing correction. Each sampled volume was scanned over 1.6 mm in

the elevation direction (corresponding to 4 slices) acquired over 2.2 s. B. Seed-based analysis projected onto a 3D template.

The seed was selected within the right dorsal hippocampus at β - 2.1 mm. Correlation map is obtained by computing the

Pearson Correlation coefficient between the temporal signals of the seed and each voxel of the whole acquisition after slice

timing correction. C. 3D correlation map based on seed-based analysis with seed region selected within the S1BF at β - 2.1

mm. Scale bars: 1 mm. Please click here to view a larger version of this figure.
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Discussion

Whole brain imaging methods are crucial tools to

better understand brain physiology and pathology. The

method described here allows the precise quantification of

hemodynamic signals in the living brain directly at the bench.

The unmatched sensitivity and spatio-temporal resolution of

functional ultrasound is particularly well suited for the mouse

physiology. Functional responses and resting-state networks

can be mapped within short acquisition times, longitudinally

and without having to average trials or subjects to obtain a

reliable measure. The relevant combination of high sensitivity

ultrasonic linear probes and fast motorized setups enables

one to perform transcranial volumetric fUS imaging in mice

within reasonable acquisition times. This protocol can be

performed either on anesthetized or awake mice using a

mobile home cage.

Whisker stimulation, the sensory stimulus used as an

illustrating example in this manuscript, is a standard functional

activation paradigm in rodents and a reliable read-out to

study sensory processing, neurovascular coupling and their

alterations5,6 ,10 ,  11 . While coarse manual brushing of the

whiskers may be preferred for its ease of use, this method

lacks spatial and temporal precision. The use of an automatic

stimulator, such as the one described here triggered with

the fUS imaging scanner, allows for a better control of

several parameters including the time of onset, the amplitude

displacement, the frequency as well as the angle of the

Q-tip/comb, resulting in a better inter-animal reproducibility.

Additionally, a more precise timing of stimulation enables

the modeling of the Hemodynamic Response Function

(HRF) by determining the time to onset and time to peak

parameters12,13 . To ensure better precision on the number

of whiskers deflected during the stimulation (and thus the area

of the activated region), more sophisticated stimulators can

be adapted to this protocol. Many other stimuli such as light8 ,

sound14  or odor presentation15  can be implemented using

the same protocol.

The compatibility of functional ultrasound with awake and

behaving animals is an important advantage compared to

other neuroimaging techniques, enabling functional activation

mapping without the anesthesia bias. Using an air-lifted

mobile homecage is a good alternative to other existing head-

fixed apparatus such as linear or spherical treadmills. While

being firmly head-fixed, the motion of the homecage gives

the mouse the illusion to navigate the environment, allowing

a wide-range of behavioral testings to be coupled to fUS

imaging16 . However, the habituation procedure to head-fixing

constitutes an important step to decrease stress, especially

for experiments where it can be considered a confounding

factor. The procedure detailed here (6-days of handling

and habituation to head fixation) gives robust results for

sensory stimulation and resting-state functional connectivity.

However, it might be necessary to extend the habituation

period for more refined behavioral tests17 .
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INTRODUCTION OF THE ARTICLE N°2 

In the study presented in the previous chapter, we validated the experimental methodology for 

conducting multislice fUS imaging in awake head-fixed mice. Building upon this validation, I applied this 

experimental approach to investigate potential alterations in a mouse model of neuropathic pain.  

As introduced in chapter 1 section 5, neuropathic pain is correlated with brain reorganization and 

consequently FC patterns disruption. Several studies have shown that patients suffering from chronic pain 

present morphological and functional reorganization in cortical and subcortical areas compared to healthy 

controls (Bliss et al. 2016; Huang et al. 2019). Preclinical longitudinal studies have demonstrated that 

those changes are time-dependent and might reflect the development of the neuropathic pain symptoms 

overtime and the apparitions of comorbidities (Yalcin et al. 2011).    

The aim of this work was to study the temporal link between alterations in cerebral FC and the 

development of neuropathic pain and/or associated comorbidities in a mouse model of neuropathic pain. 

To do this, we measured the resting-state functional connectivity (FC) in awake head-fixed mice, at two 

time points: I) 2 weeks after induction of neuropathic pain (cuff around the sciatic nerve), II) at 8 weeks 

post-induction during the emergence of anxiety (8W).  

One of the advantages of fUS imaging technique is the compatibility with awake and behaving animals, as 

demonstrated in the paper presented in chapter 2 (Bertolo et al. 2021). 

In order to avoid the bias induced by the anesthesia, we performed our study in awake head-fixed 

conditions. We chose an alternative head-fixation apparatus called Mobile HomeCage (Neurotar, 

https://www.neurotar.com/the-mobile-homecage/), which consists of an air-lifted mobile homecage that 

follows the movement of the animal. While being firmly head-fixed, the mouse has the illusion of 

navigating and exploring the environment because of the motion of the homecage. With this apparatus 

minimizing the disruption of normal behavior under head-restrained conditions, coupled with the 

extended habituation protocol (see Materials and Methods), we minimized the stress typically associated 

with such constraints. 

The results of the study show FC alterations in a wide-range network between regions known to be 

involved in pain processing. Statistical analysis investigating the correlations between couple of regions 

identify alterations in the connectivity between Infralimbic and Hypothalamus specific for the neuropathic 

group at 2W. Furthermore, at 8W we identify a disconnection between regions within the somatomotor 

https://www.neurotar.com/the-mobile-homecage/
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areas and connected with it, like the Amygdala and the Thalamus. A second effect identified at 8W is the 

reinforced connection between the NAc and M2 and the NAc and the Thalamus. 

As one of the main articles of my PhD, I performed all the experiments and signal analysis, as well as 

statistical analysis and wrote the article. Some colleagues (such as S. Diebold) were involved in the 

improvement of signal analysis. Due to the time taken in this analysis, this study has not been published 

yet, but will be submitted in the coming months. 
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1 ABSTRACT 

Neuropathic pain poses a significant clinical challenge, necessitating a comprehensive understanding of 

its underlying neurobiological mechanisms. In this study, we investigated alterations in resting-state 

functional connectivity (FC) in awake mice suffering from neuropathic pain, aiming to elucidate changes 

within the pain matrix of the contralateral brain hemisphere, at 2 and 8 weeks post nerve injury.  

Using functional ultrasound (fUS) imaging, we observed pronounced disconnections within somatomotor 

networks, including S1HL/M2 and S1Tr/Thalamus, consistent with findings in both rodent models and 

human patients with persistent pain conditions. Interestingly, reinforcement of FC was noted between 

the nucleus accumbens (NAc) and the thalamus at 8 weeks post-lesion, highlighting dynamic adaptations 

in reward circuitry associated with neuropathic pain. The increased FC observed in neuropathic animals 

suggests active reinforcement of the hypothalamic-pituitary-adrenal (HPA) axis in response to ongoing 

spontaneous pain. Finally, our results also suggest that surgical intervention induces FC alterations 

between subdivisions of the prefrontal cortex and either the hippocampus or anterior cingulate cortex. 

These observations highlight the complex adaptive changes that take place over time at the level of the 

cerebral brain networks involved in the sensory, emotional and stress in persistent painful conditions.
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2 INTRODUCTION  

Neuropathic pain is an abnormal pain sensation that persists longer than the temporal course of natural 

healing. It is a major health issue all over the world since it affects 7–10% of the general population 

(Colloca et al. 2017). Neuropathic pain is caused by a nerve lesion under different disease conditions and 

can lead to altered and disordered transmission of sensory signals into the spinal cord and the brain. The 

altered sensory transmission leads to a distinct set of symptoms; the most common two being allodynia 

and hyperalgesia. Allodynia consists in a nociceptive response to a normally non-nociceptive stimulus and 

hyperalgesia is an enhanced response to noxious stimuli (Zhuo 2008). In addition to sensory symptoms, 

mood disorders such as anxiety and depression are frequently observed in patients suffering from 

neuropathic pain. 

The abnormal function of the somatosensory system is due to maladaptive plasticity within the 

nociceptive pathways. Multiple alterations distributed widely across the nervous system contribute to 

generate an abnormal processing of the sensory stimuli. These alterations include ectopic generation of 

action potentials, facilitation and disinhibition of synaptic transmission, loss of synaptic connectivity and 

formation of new synaptic circuits (Costigan, Scholz, and Woolf 2009). Those plastic changes not only take 

place in peripheral nociceptors, spinal dorsal horn and subcortical areas but also in cortical areas involved 

in the processing of painful information (Zhuo 2008). 

Treating neuropathic pain requires a deeper understanding of the plastic changes in somatosensory 

pathways and to do so, different rodent models have been developed for preclinical research. These 

models derive from known etiologies, thus reproducing peripheral nerve injuries, central injuries, and 

metabolic-, infectious- or chemotherapy-related neuropathies. Murine models of peripheral nerve injury 

often target the sciatic nerve which is easy to access and allows nociceptive tests on the hind paw (Yalcin 

et al. 2014). This study has been conducted on a sciatic nerve cuffing model, which results in chronic 

mechanical allodynia and time dependent mood disorders as anxiety-like and depressive-like behavior 

(Sellmeijer et al. 2018).  

It has been previously shown that the anxiodepressive-like consequences of neuropathic pain evolve over 

time, with a much later onset than sensitive symptoms (Yalcin et al. 2011; Suzuki et al. 2007; Gonçalves 

et al. 2008). According to the literature, in the cuff model, mechanical hypersensitivity immediately 

develops following nerve injury. On the other hand, mice develop anxiety-related behaviors 3 to 4 weeks 
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later, while depression-related behaviors are observed after 6 to 8 weeks (Yalcin et al., 2011; Sellmeijer 

et al. 2018). These apparent discrepancies suggest that the time factor could be a decisive parameter 

when studying the affective consequences of neuropathic pain. 

 

This article aimed at characterizing cortical plastic changes associated with neuropathic pain using a 

relatively new technique of neuroimaging: functional ultrasound (fUS) imaging. fUS imaging allows the 

precise measurement of relative changes in cerebral blood volume with an excellent spatial (100–300 μm) 

and temporal resolutions (10 ms). In a similar way to blood oxygen level-dependent functional magnetic 

resonance imaging (BOLD-fMRI), fUS imaging relies on the neurovascular coupling to infer brain activity 

indirectly from measurement of hemodynamic signals (Bertolo et al. 2023). It is particularly sensitive to 

measure task-evoked hemodynamic changes in the corticex (Macé et al. 2011). It was then further used 

to perform functional studies in humans (Demene et al. 2017; Soloukey et al. 2020), non-human primates 

(Dizeux et al. 2019) and rodents (Sieu et al. 2015; Urban et al. 2015; Bergel et al. 2018; Rahal et al. 2020; 

(Macé et al. 2011). fUS imaging can also measure resting-state hemodynamic fluctuations between brain 

areas over time; this last approach enables the identification of intrinsic functional connectivity (FC) 

patterns (Osmanski et al. 2014). In this study, we investigated how FC within pain-related brain regions is 

altered over time, in association with neuropathic pain and the associated comorbidities.  

We measured the functional connectivity (FC) at rest in awake, head-fixed mice: I) naïve, II) sham operated 

and iii) in mice subjected to neuropathic pain (2W cuffing of the sciatic nerve), or during the emergence 

of anxiety-like behavior (8W). Our results show significant changes in FC in major pain-related brain 

regions in accordance with the development of neuropathic pain symptoms. These findings suggest that 

the regions involved in pain processing undergo a maladaptive plasticity following nerve injury which may 

participate in pain chronification. Moreover, the connectivity alterations change across the investigated 

timepoints, and this could be correlated with the subsequent apparition of the comorbidities. 

Our study provides a novel imaging approach to investigate and follow overtime FC alterations associated 

with neuropathic pain. 
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3 MATERIALS AND METHODS 

Animals 

All the experiments were performed in agreement with the European Community Council Directive of 

22nd September (010/63/UE) and the local ethics committee (“Comité d’éthique en matière 

d’expérimentation animale n°59, ‘Paris Centre et Sud’”, project agreement APAFIS#19701 

2019031020578789 V5).  

The experiments were performed on 59 male C57BL/6 mice (Charles River Lab). Mice arrived at the 

laboratory one week before the beginning of the experiments at the age of 7 weeks and weighed between 

20-25g. Animals were socially housed in well-ventilated cages. The housing room was kept at a constant 

temperature of 22°C and relative humidity was kept at 45-50%. Food and water were available ad libitum. 

The housing room was kept under a 12h light/dark reverse cycle (light 8 pm – 8 am) and all the 

experiments were done during the dark phase, under red light. 

 

Experimental design (Figure 1) 

In order to investigate the functional connectivity changes associated with neuropathic pain, we 

developed an experimental approach allowing the monitoring of intrinsic brain connectivity in a mouse 

model of neuropathic pain over time. Our investigation focused on key stages of symptoms development 

and comorbidity progression within the disease.  

This study was conducted by integrating procedures to induce and assess neuropathic pain symptoms in 

a mouse model, along with an imaging experimental protocol conducted under awake head-restrained 

conditions (Figure 1A).  

The study started with the evaluation of the mechanical sensitivity threshold by the Von Frey test in naïve 

conditions. After the assessment of a robust threshold the cohort underwent the procedure for the 

induction of neuropathic pain, called cuff surgery (Figure 1B). At this point, we divided the cohort into 

three subgroups: the neuropathic group, which underwent the complete surgery including the 

implantation of the cuff; the sham group, which underwent the same surgical protocol but did not receive 

the cuff implantation; and finally, the naïve group, which did not undergo any surgical procedures. 

In order to allow for head-fixation, a metal plate was implanted on the skull of the animal. All three 

subgroups underwent the same surgical procedure (Figure 1C).  

Following the experimental protocol previously validated in a prior publication (Bertolo et al. 2021) we 

performed imaging sessions in awake head-restrained mice. In this configuration we acquired data in 
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three different sagittal planes using a motorized approach that enabled a volumetric reconstruction of 

the imaged sections (Figure 1D-E). This approach facilitates imaging numerous brain regions 

simultaneously, opening up the possibility of conducting functional connectivity studies across a wide 

range of regions. To control for the surgery bias, each group of mice were implanted with head-posts 3 

weeks before the imaging session. 

The imaging session was conducted under resting-state conditions and lasted for 20 minutes. Each animal 

underwent multiple imaging sessions during each timepoint. 

 

Surgical procedures 

Surgical procedures were performed under ketamine/domitor anesthesia Médétomidine (Domitor®, 0,5 

mg/kg) and Kétamine (Imalgène®, 60 mg/kg). 

Neuropathic pain model  

Neuropathic pain was induced by implanting a 2 mm section of PE-20 polyethylene tubing around 

the main branch of the sciatic nerve of the right leg (Figure 1B) (Benbouzid et al. 2008; Yalcin et 

al. 2014; Barrot 2012). Animals in the sham group underwent the same procedure without cuff 

implantation, mice in the naïve group did not undergo any surgery procedure.   

 

Implantation of metal plate for head-fixation 

In order to perform fUS imaging in head-fixed animals, a metal plate with an imaging window of 

13 x 21 mm2 was surgically implanted on the skull of the mouse (Figure 1C). 

The animal was anesthetized by an intramuscular (IM) injection and placed on a heating pad. Once 

the animal was completely asleep, the skin was shaved and disinfected with betadine® and 

anesthetized locally with lidocaïne (4 mg/kg). The eyes of the mouse were protected using an 

ointment (Ocry-gel, TVM, UK). Then the animal was placed on the stereotaxic frame and using 

surgical scissors an incision was performed following the sagittal suture from behind the occipital 

bone to the beginning of the nasal bone. The body temperature was constantly monitored with a 

rectal probe connected to a heating pad set at 37°C. The metal plate was implanted on the skull 

using two anchoring screws and dental cement. The detailed procedure has been described 

previously in Bertolo et al. 2021 

The anesthesia was reversed with a SC injection of Atipamezole (Antisedan®, 1 mg/kg) and 

Meloxicam (5 mg/kg) was injected subcutaneously along with 0.1 ml of 5% Glucose as post-

surgery treatment. A protective cap was attached to the metal plate using magnets to protect the 
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skull and to keep the field of imaging intact for 4–6 weeks. Altogether, the metal plate and the 

cap did not interfere with the normal behavior of the mice (Bertolo et al. 2021). 

 

Habituation to the head-restrained set-up 

The mice were habituated to be head-restrained in the Mobile HomeCage (MHC, Neurotar, Finland). This 

head-fixation platform combines a stable head-fixation with an air-lifted carbon cage. The cage is 

suspended on an air cushion, allowing the mouse to move and explore the environment while being 

headfixed. This set-up provides a familiar environment that the animal can explore and navigate while 

being head-restrained.  

The training procedure consists of 2 phases: regular handling by the experimenter and progressive 

habituation to the head-restrained conditions. The handling started two days after the surgery and lasted 

at least 4 days. Each day, the handling lasted for 10 to 15 minutes. At the end of the procedure, the animal 

was left free to explore the carbon cage of the MHC. Next, the habituation to head fixation lasted for a 

minimum of 5 days. The mouse was clamped every day and each time, the head-fixed time was gradually 

increased, starting from 15 min on the first day to 2 hours on the last day. The total duration of the training 

protocol to the Mobile HomeCage must be adjusted based on each mouse’s individual performance and 

wellbeing. Most mice are considered ready for imaging after 5 days of habituation but some of them may 

require a 2-days extension if any sign of stress is observed (Bertolo et al. 2021). 

Mice were weighed daily during the habituation period to monitor their wellbeing. Any animals that 

experienced a weight loss exceeding 20% were excluded from the experiments. To reduce stress during 

the head-restrained experiments, positive reinforcement training was used; after each handling, 

habituation, and experimental session, a treat was given to the mouse as a reward. To mitigate the stress 

caused by the noise of the machine and the set-up, background music was constantly playing during both 

the training and the experimental sessions. 

 

Mechanical sensitivity (Von Frey) test. 

This test was performed to assess the mechanical sensitivity of the hind paws of the mice. Mice were 

placed in Plexiglas boxes (9 cm x 7 cm x 7 cm) with a wire mesh floor (Figure 2A). The mechanical sensitivity 

was tested with thin calibrated plastic filaments (Von Frey filaments) that were applied to the plantar 

surface of the hind paw. The mice were left in the set-up for a 45-minutes habituation period, after which 

each hind paw of the animals were stimulated by applying a series of filaments with increasing gauges or 

stiffness (from 0.16g to 10g). When reaching the sensitivity threshold, the mouse responded by 
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withdrawing its paw away from the stimulus. Each filament was tested 5 times per paw, applied until bent 

(Yalcin et al. 2014; Barthas et al. 2015). The threshold was defined as 3 or more withdrawals observed out 

of the 5 trials. Mice were tested before the cuff surgery, and then two and eight weeks after the cuff 

surgery. 

 

fUS imaging session 

Using a prototype ultrasonic ultrafast neuroimaging system (Iconeus, Paris, France - ART Inserm Ultrasons 

Biomédicaux) equipped with a linear ultrasound probe (128 elements, 15 MHz central frequency, 100 μm 

spatial pitch, Vermon, Tours, France) attached to a 4-axis motorized stage (Physik Instrumente, Germany), 

we performed resting-state FC acquisitions in awake head-fixed mice (Figure 1D) at 2 and 8 weeks post-

neuropathic pain induction. 

After head-fixation in the MHC, the skull was gently covered with previously centrifuged echographic gel. 

A coronal scan of the entire window (Bregma to Lambda) was performed, enabling the reconstruction of 

a 3D angiographic volume. By using the Iconeus software IcoStudio (Iconeus, Paris, France) we can 

automatically align the 3D angiography with the templates of the Allen Mouse Brain (Nouhoum et al. 

2021). This alignment allowed us to position the probe in the desired plane of interest and then perform 

from 4 to 6 scans of 1200s each, using a 4-axis motor. Three different parasagittal planes on the left 

hemisphere were targeted. The imaging session was conducted under resting-state conditions and lasted 

for 20 minutes. Each animal underwent multiple 20-min runs at each imaging session. 

 

Choice of imaging planes.  

Functional ultrasound (fUS) imaging enables the measurement of the CBV with high sensitivity 

and high spatiotemporal resolutions in the rat and mice brain (Osmanski et al. 2014; Gesnik et al. 

2017; Macé et al. 2011; Errico et al. 2015; 2016). However, compared to fMRI, fUS imaging suffers 

so far, a lack of simultaneous imaging in the three dimensions of space.  Nevertheless, due to the 

speed of the 4-axis motor used and the accurate registration of the Iconeus software, it was 

possible to image repetitively in three planes, at a speed that would allow the measurement of 

FC (adjusted sampling rate of 0.55 Hz). The detailed procedure has been previously described in 

Bertolo et al., 2021.  

Based on previous studies of FC alterations in neuropathic pain in human patients and rodent 

models, we chose to focus our study on 18 specific brain regions, which are located across three 

different parasagittal planes in the left hemisphere. Plane1: L=0.5 mm, plane2: L=1.5mm and 
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plane3: L=3.5mm (Figure 1E). The brain regions studied were identified from on-the-fly 

registrations of the brain fUS volume to the Allen common coordinate framework (Nouhoum et 

al. 2021). The selected regions of interest (ROI) included the frontal area subdivided into prelimbic 

(PL), infralimbic (IL), anterior cingulate (ACC) and retrosplenial area (RSA, lateral agranular part); 

the insular cortex, subdivided into the dorsal (AID), posterior (AIP) and ventral (AIV) part; the 

somatomotor area divided in primary somatosensory area, lower limb (S1HL) and trunk (S1Tr), 

primary (M1) and secondary (M2) motor area; the hippocampal region (HIP); the interbrain 

regions subdivided in thalamus (THAL) and hypothalamus (HYP); and finally, the striatum 

consisting of the caudoputamen (CPU), nucleus accumbens (NAC), lateral septal complex (LS) and 

striatum-like amygdalar nuclei (sAMY). 

 

fUS imaging sequences  

The fUS imaging sequence consisted of eleven successive tilted ultrasonic plane waves with an 

angle ranging from −10° to 10° emitted at a 5.5 kHz Pulse Repetition Frequency (PRF). The 

backscattered echoes were recorded by the transducer array and beamformed to produce a block 

of 200 consecutive ultrafast images with a framerate of 500 Hz. In order to filter the Cerebral 

Blood Volume (CBV) and to remove the tissue signal, we used a clutter filter based on Singular 

Value Decomposition (SVD) applied to 200 successive frames by removing the 35 first singular 

vectors which mainly correspond to the tissue space (Demene et al. 2015). Finally, a Power 

Doppler image was obtained by integrating the energy of the filtered frames, resulting in a Power 

Doppler image every 400 ms. After probe positioning along the sagittal midline, the functional 

scans were programmed as follows: 3 para-sagittal slices were sequentially acquired over 400 ms 

each with a dead time of 0.2 s to step the probe using the motors. This resulted in a final time 

resolution of 1.8 s after slice timing correction. 

Power Doppler denoising 

Prior to statistical analysis, power Doppler signals were denoised using the IcoLab software (ICONEUS, 

Paris) to mitigate the effects of motion artifacts (in awake acquisitions) and hemodynamic variations from 

non-neuronal sources. The denoising process involved the following steps: 

1. Computation of confounding time series through principal component analysis (PCA) of the most 

variable time series obtained from white matter voxels, following the method outlined by Behzadi 
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et al. (2007). Specifically, the top 5% most variable voxels were selected for PCA fitting, with the 

top 5 principal components retained as confounding variables. 

2. Detection of high motion volumes in awake acquisitions by identifying volumes where the 

smoothed global signal (i.e., the average power Doppler signal from brain voxels, smoothed using 

a 5-sample moving average) deviated by more than 5% from its baseline. The global signal 

baseline was determined using least trimmed square regression. Only periods of low motion 

lasting at least 20 seconds were retained, with any remaining volumes interpolated to prevent 

bias in subsequent temporal filtering. 

3. Temporal filtering of power Doppler signals and confounding time series using a Butterworth 

forward-backward bandpass filter with a frequency range of [0.01, 0.1] Hz and an order of 8. 

4. Regression of filtered confounding time series from the power Doppler signals to remove 

confounding effects. 

The denoising approach frequently discards entire acquisitions due to excessive noise, resulting 

in the exclusion of many acquisitions. As a result, the number of animals that could be included 

in the study drastically diminished. The study began with a cohort of 59 mice, yet only 24 animals 

were ultimately included in the analysis of the ultrasound data and subsequent statistical analyses 

(n=24; 2w n=12 and 8W n=12). 

Correlation matrix analysis and statistical approach 

Thanks to the registration procedure, the Allen Mouse Brain Atlas segmentation could be used to perform 

automatic region-based CBV extraction over more than 18 brain regions of interest (ROI). After 

normalization and slice timing correction, the Pearson correlation coefficient was computed between 

every pre-processed and spatially averaged signal (in each ROI). Subject-level FC matrices were Fisher-

transformed and averaged across subjects (2W n=12: naive n=2 sham n=5 np n=5; 8W n=12 naive n=5 

sham n=5 np n=2). 

These results are represented as a correlation matrix displaying the correlation coefficient between every 

couple of regions in a color-coded range. Alternatively, the correlations between regions were also 

represented as a circular plot (Figure 3B-D) where line thickness and color correspond to the correlation 

coefficient value between the two nodes. 

In order to test the connectivity differences in selected pairs of ROIs between the neuropathic and the 

control groups across different time points, we performed a two-way ANOVA test using mixed models. If 

a significant effect of treatment, time or time/treatment interaction was evidenced (p<0.05), a post-hoc 
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Tukey’s test with multiple comparisons correction has been applied. The pairs of ROIs that showed 

significant differences in the correlation coefficients between the neuropathic and the control group are 

reported in the results section. 

During the imaging sessions the animals were imaged several times resulting in a numerous acquisition 

for each animal. For the analysis n=103 acquisitions were included, corresponding to n=54 for the 2W 

time point (naive n=15, sham n=18, np n=21) and n=49 for the 8W time point (naive n=20, sham n=14, np 

n=15). 
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4 RESULTS 

Neuropathic allodynia  

The nerve injury caused by the cuff implantation resulted in mechanical allodynia in the lesioned paw of 

the neuropathic group compared to Sham or naïve mice (Figure 2).  

Mechanical sensitivity was assessed for the three groups, naïve, sham and np, before the cuff surgery (T0). 

No differences in mechanical threshold were observed between groups, nor between contralateral and 

ipsilateral paws within each group (Figure 2B-C).  

At 2 and 8 weeks after surgery, we observed a significant decrease in the mechanical sensitivity thresholds 

of the neuropathic group’s ipsilateral paw in, compared to the control groups’ ipsilateral paws 

(ipsiSHAM/ipsiNAIVE vs ipsiNP p<0.0001, Figure 2B) (ipsiSHAM/ipsiNAIVE vs ipsiNP p= 0.0089, Figure 2C). 

There is a significant difference between the threshold assessed in the ipsilateral paw within the 

neuropathic group before and after the surgery (p<0.0001, Figure 2B) (p=0.0427, Figure 2C). We also 

observed a significant decrease in the mechanical sensitivity threshold between contralateral and 

ipsilateral paw within the neuropathic group at both 2 weeks (contraNP vs ipsiNP p<0.0001, Figure 2B) 

and 8 weeks (contraNP vs ipsiNP p=0.0015, Figure 2C). This result indicates the presence of mechanical 

allodynia in the lesioned paw of the neuropathic group at both time points. This initial assessment of 

unilateral mechanical allodynia suggests that the neuropathic group exhibited typical neuropathic pain 

symptoms during the imaging sessions. 

 

FC alterations in a wide-range network 

The fUS imaging set-up configuration allowed for data acquisition in three sagittal planes and then the 

reconstruction of the volume of the three imaged sections.  

After removing motion artifacts, the time series from each ROI were extracted from the recording session 

(20min) and a correlation matrix was obtained. Next, the correlation matrices of all the acquisitions were 

averaged within each group to obtain the six matrices shown in Figure 3, corresponding to one correlation 

matrix per group resulting in a total of three matrices per time point (Figure 3A-C). In Figure 3B and C the 

correlation matrices are alternatively represented as a circular network. The averaged correlation 

coefficients were depicted as links connecting the different ROIs with varying thickness and colors, 

proportional to the strength of the correlation (see Materials and Methods). 
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The matrices and the circular networks illustrate the intrinsic brain connectivity, inferred by the temporal 

correlation of the spontaneous CBV fluctuations, among 18 selected brain regions. This method allows 

the broad characterization of the functional connectivity network across groups and time points.  

At both time points (2W and 8W) the intrinsic connectivity of each group shows a consistent pattern of 

correlation with a distinctive variability in the strength of correlations among groups. The connectivity 

pattern reveals three distinct clusters: interconnections between the different subparts of the insular 

cortex, the somatomotor area and the striatum-interbrain cluster.  

The insular cluster shows a strong correlation between its three different subdivisions with a stronger 

variability across groups at 2W (AIP-AID naive: 0.76 ± 0.29SD, sham: 0.42 ± 0.36SD, np: 0.37 ± 0.23SD).  

The second cluster is characterized by a robust connection among somatomotor regions, including the 

somatosensory cortex (S1HL and S1TR), the primary and secondary motor areas. There is a strong 

connection between S1TR and M1 with S1HL, consistently observed across groups and time points, with 

a greater variability across groups at 8W (S1HL-M1 naive: 0.63 ± 0.23SD, sham: 0.38 ± 0.26SD, np: 0.73 ± 

0.39SD). While strong correlations persist within M2, they are less consistent across groups and time 

points. 

A third cluster consists in the interconnection between the striatum and the interbrain. The connections 

within this cluster are not as strong as those in the somatomotor and insula clusters. However, there are 

few subgroups of connections where correlations fluctuate across groups and time points. For example, 

the connection between the NAc and the interbrain is stronger at 8W compared to 2W. 

These results demonstrate a consistent pattern of connectivity, indicating robust reproducibility across 

groups and time points. The robustness of this pattern enables us to identify specific clusters of variability 

in the strength of connections across groups.  

 

Functional connectivity alterations in specific subnetworks at 2W 

To further investigate the variability in the strength of connections across groups we conducted a Two-

way ANOVA analysis using mixed-models in which we compared the strength of correlations of a couple 

of regions across groups and timepoints. With this approach, we identified specific subnetworks showing 

significant differences in the connectivity between groups.  

Regarding the specific alterations in connectivity occurring during the early stages of neuropathic pain 

(2W after the cuff surgery), we have identified two distinct subnetworks of significant alterations. These 

alterations involve connectivity between the frontal area, hippocampus, insular cortex, and interbrain 

(Figure 4A).  
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In these subnetworks, we discern two distinct patterns of variation, as depicted in panels B and C. One 

pattern aligns with the expected effects of our neuropathic pain model, potentially linked to neuropathic 

pain itself. The other pattern, however, appears unrelated to neuropathic pain and likely reflects 

variations attributable to other factors. The graphs were obtained after Fisher transformation of the 

Pearson correlation coefficient of the correlation matrices described in the paragraph above. 

In the graphs shown in panel B we report a neuropathic pain specific effect in link with the cuff lesion. The 

connectivity between the infralimbic region and the hypothalamus is significantly increased in the NP 

groups compared to the control groups, naïve (p=0.0069) and sham (p=0.0152). 

These results highlight the presence of alterations in the connectivity between neuropathic and control 

groups at 2 weeks after the surgery. There is an increased connectivity between the frontal area and the 

hypothalamus associated with the neuropathic lesion.       

In panel C, the three graphs display differences in connectivity that suggest what we refer to as a 

nonspecific effect, as differences between groups do not align with our initial hypothesis and cannot be 

attributed to neuropathic pain. Graph 1 shows alterations in the interconnection within the frontal area, 

between Infralimbic cortex (IL) and Anterior Cingulate Cortex (ACC). There is a significant difference 

between the connectivity of the naïve group compared to the sham and the np group (NAÏVE-SHAM p= 

0.0314, NAÏVE-NP p= 0.002). Interestingly there is no difference between sham and np and the graph 

shows a gradual increase of connectivity. Moreover, there is a time effect within the neuropathic and the 

naïve group. In the neuropathic group the connectivity decreased at 8W compared to 2W (p=0.0451). On 

the contrary in the naïve group the connectivity increased at 8W compared to what registered in the 2W 

naïve group (p=0.0328). 

Graph 2 depicts the connectivity between ACC and Hip and shows a specific behavior of the sham group. 

The connectivity is increased, compared to naïve (p=0.035) and np (p=0.0254). Furthermore, there is a 

significant time effect concerning the sham group, the sham group at 8W shows a decrease in connectivity 

compared to 2W (p=0.0008). 

Graph 3 represents the interconnection between subparts of the insular cortex. The connectivity between 

AIP and AID in the sham (p=0.0062) and np (p=0.0008) group is decreased compared to the naïve. There 

are no differences between sham and np.  

 

Functional connectivity alterations in specific subnetworks at 8W 

Eight weeks after the cuff surgery, as already shown in the global comparison (Figure 3), significant 

alterations in the FC can be observed in neuropathic mice compared to 2W.  
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A specific subnetwork of significant alterations in connectivity has been identified. It is centered around 

the somatomotor area and involves connections between the amygdala, striatum, and interbrain (Figure 

5). Within this network, we identified two centers of plasticity illustrated respectively in panel B and C.  

In Figure 5B we identify changes in connectivity strength among somatomotor areas, and between 

somatomotor areas and amygdala and thalamus. The neuropathic group shows a significant decrease in 

the connections between S1HL-M2 (p=0.0033), M1-Amy (p=0.0014) and finally S1TR-Thal (sham 

p=0.0034, naïve p=0.0344) compared to the control groups. These variations were also significantly 

different from the neuropathic group imaged at 2W (NP 2Wvs8W: S1HL-M2 p<0.0001, M1-Amy p= 0.0019, 

S1TR-Thal p= 0.0008). These results show a disconnection within the somatomotor areas, and between 

the amygdala and the thalamus due to neuropathic pain 8 weeks after the cuff surgery.  

In figure 5C, we found the opposite effect. The neuropathic group shows an increase of connectivity in 

regions connected with the striatum, more precisely the NAc. In the connection between NAc and M2, 

and between NAc and thalamus, the neuropathic group shows a stronger correlation compared to the 

control groups (SHAM p= 0.0002, NAÏVE p= 0.0319) and the connectivity showed by the np group imaged 

at 2W (p<0.0001). 

These results highlight an opposite plasticity effect concerning two different subnetworks. The 

neuropathic lesion is associated with a disconnection in the regions linked with the somatomotor cortex 

and a stronger connection between regions linked with the striatum, 8 weeks after the cuff surgery. 
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5 DISCUSSION 

Imaging techniques play a crucial role in unraveling the complex neurobiology underlying chronic pain 

conditions such as neuropathic pain (Thomson and Bushnell, 2012). In this study, we employed functional 

ultrasound (fUS) imaging in awake mice to investigate alterations in brain connectivity associated with 

neuropathic pain. Our findings shed light on the dynamic changes in functional networks within the brain 

and provide insights into the pathophysiology of chronic pain. 

Alterations of the FC in link with post-surgical pain 

Within the statistically significant changes of FC observed at 2 weeks post lesion, two regions, namely the 

Infralimbic cortex (IL) and the hippocampus, showed increased FC with the anterior cingulate cortex (ACC) 

in both the sham and neuropathic groups, suggesting an effect of post-surgical pain. Additionally, a third 

pair of regions, comprising two subparts of the insula, also showed specific FC changes associated with 

post-surgical pain. The ACC plays a pivotal role in the affective and motivational aspects of pain (Becerra 

et al. 2013; Navratilova, Atcherley, and Porreca 2015; Neugebauer et al. 2009), receiving nociceptive 

inputs from the medial thalamus and integrating them with motivational and affective information from 

other brain areas of, such as the insular cortex, medial prefrontal cortex (mPFC), and basolateral amygdala 

(BLA) (Navratilova, Atcherley, and Porreca 2015; Bushnell, Čeko, and Low 2013; Williams, Crossman, and 

Slater 1977; Marwan N. Baliki and Apkarian 2015). This integration leads to the generation of affective 

and motivational pain responses through its projections to the amygdala, nucleus accumbens (NAc), and 

mPFC (Navratilova, Atcherley, and Porreca 2015; Marwan N. Baliki and Apkarian 2015; M. N. Baliki et al. 

2006). On the other hand, the insular cortex represents a central hub for pain processing, both for sensory 

and emotional processing (Labrakakis 2023). Although more specific experiments are required to confirm 

these observations, together with the increased connectivity within the insula, these results suggest that 

surgical intervention induces early and short-lasting changes in the pain matrix. 

 

Alterations of the IL/ Hypothalamus FC specifically in neuropathic pain animals 

At 2 weeks post lesion, when the neuropathic pain peaks, the FC between the infralimbic cortex and the 

hypothalamus is statistically significantly increased in neuropathic animals compared to all control groups. 

The IL and hypothalamus are crucial for pain modulation and homeostatic regulation, with the 

hypothalamus involved in regulating autonomic, endocrine, and behavioral responses to pain (Schaeuble 

and Myers 2022), while the IL is implicated in emotional regulation related to pain. Previous studies 
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demonstrate anatomical links between the IL and hypothalamus, with a high density of IL afferents in the 

PH (Myers et al. 2016). Optogenetic stimulation of IL afferents activates neurons in the PH (Wood et al. 

2019), indicating functional connectivity, especially in stress-related responses. The PH is involved in stress 

integration, receiving inputs from various forebrain regions and projecting to stress-related nuclei like the 

paraventricular nucleus (PVN) (Ulrich-Lai et al. 2011). The increased FC observed in neuropathic animals 

suggests active reinforcement of the hypothalamic-pituitary-adrenal (HPA) axis in response to ongoing 

spontaneous pain. 

 

Disconnections of the somatomotor network 8 weeks post lesion 

Our study also revealed disconnections in the somatomotor networks, including the S1HL/M2, and 

S1Tr/Thalamus (Figure 5). Several studies have previously described such disconnections in somatomotor 

regions in persistent pain conditions, both in rodents and humans. Using the same technology of imaging 

as our study, but in anesthetized rats, we previously demonstrated alterations in various subparts of the 

somatomotor cortex contralateral to the inflamed paw in a model of persistent inflammatory pain (Rahal 

et al., 2020). By correlating FC alterations (static or dynamic FC) with clinical/pain behaviors in arthritic 

and control animals, we found a significant correlation between somatomotor network alterations and 

weight gain reduction (an indirect index of disease burden on animal physiology) and mechanical 

hypersensitivity (Rahal et al. 2020). 

Abnormalities within the somatomotor network was also observed in CRPS patients compared with 

healthy control subjects (Hotta et al. 2023), as well as in patients with chronic back pain (Zhu et al. 2024). 

Consistent with our findings, both studies in humans also reported changes in the connectivity of the 

somatomotor with the thalamus and with the periaqueductal gray (PAG) or the insula(Hotta et al. 2023; 

Zhu et al. 2024). Surprisingly, these adaptive changes of brain network involved in sensitivity and pain are 

observed in our study at 8 weeks post lesion (and not earlier). We hypothesize that these long-lasting 

rearrangements of the somatomotor network may require several weeks of altered electrophysiological 

changes to take place, as observed in neuropathic pain by Leblanc and colleagues (LeBlanc et al. 2016). 

  

Reinforcement of the FC between NAc and the thalamus at 8 weeks post lesion  

The NAc, a central component of the brain's reward circuitry, comprises a core and shell region (Marwan 

N Baliki et al. 2013). While the shell is associated with value predictions for monetary gambles, the core 

is activated during the anticipation of cessation of thermal pain, which is a reward value of pain relief. The 

NAc is causally involved in the transition to chronic pain in humans (Marwan N Baliki et al. 2012) and is 
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necessary for full expression of neuropathic pain-like behavior in rodents (M. N. Baliki et al. 2014). 

Notably, only the core NAc has connections to the thalamus in humans, while in rodents, only the shell 

NAc has strong thalamic connections (M. N. Baliki et al. 2014; Chang et al. 2014). 

Persistent pain induces significant structural rearrangements of the NAc. In subacute back pain, NAc 

volume decreases significantly before the development of chronic pain and remains unchanged at follow-

up, suggesting that it plays a role in risk for development of chronic pain. In addition, a shift in the 

electrophysiological properties of the NAc takes place. These alterations in low-frequency (0.01 to 0.027 

Hz) oscillations at rest, are a signature of the state of chronic pain in this condition (Makary et al. 2020). 

Increased excitatory neurotransmitters content in the thalamus in neuropathic pain conditions 

contributes to both sensitization and mechanical allodynia (Wang et al. 2020). Moreover, alteration of the 

FC between the right core NAc and left thalamus was evidenced in patients with fibromyalgia, with a 

reduced FC in these conditions, in which the reduced reward towards pain relief is well established (Park 

et al. 2022). In our study, a reinforcement of the FC between the NAc (core and shell parts) and the 

thalamus was observed specifically in neuropathic animals. Both these regions are involved in emotional 

processing and regulation. The dysregulated connectivity observed between these regions may contribute 

to emotional disturbances and mood disorders associated with neuropathic pain. 

 

Limitations of our study 

While animal models offer strengths, there are notable limitations, especially regarding differences in 

experimental conditions compared to human studies. Preclinical imaging often involves anesthesia to 

minimize stress and movement, impacting physiological and neuronal activity. To mitigate anesthesia 

bias, our study was conducted in awake conditions, facilitated by fUS imaging's compatibility with both 

freely-moving and head-fixed animals (Bertolo et al. 2021). However, head-restrained conditions can 

induce stress, mitigated in our study by using an alternative head-fixation apparatus called Mobile 

HomeCage. This apparatus minimizes disruption to normal behavior while ensuring head fixation (Kislin 

et al. 2014). Nonetheless, head-restrained configuration presents limitations due to the invasiveness of 

head-plate implantation, affecting sterility conditions. Additionally, motion artifacts in awake experiments 

frequently lead to the exclusion of acquisitions, reducing the number of animals included in the analysis. 

Despite starting with a cohort of 59 mice, only 24 were ultimately included in the analysis. Furthermore, 

longitudinal studies under awake conditions were hindered by challenges in maintaining clear cranial 

windows, resulting in separate cohorts for each time point. 
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In conclusion, the observed changes in connectivity patterns provide novel perspectives on the 

pathophysiology of neuropathic pain. Notably, the reinforcement of functional connectivity between the 

nucleus accumbens (NAc) and the thalamus at 8 weeks post-lesion suggests dynamic adaptations in 

reward circuitry associated with neuropathic pain. Overall, our findings contribute to a deeper 

understanding of the complex neural mechanisms underlying neuropathic pain and provide a foundation 

for future research to better elucidate the precise role of NAc and shed light on potential targets for 

therapeutic intervention. 
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Figure 1: Experimental design. (A) Experimental timeline. Von Frey test was performed at baseline before 
cuff surgery. Depending on the attributed time point of the cohort the cuff surgery was performed either 
2 weeks or 8 weeks before the imaging session. The metal-plate was implanted, for each time point, three 
weeks before the imaging session. After a week of recovery, two weeks of handling and habituation 
followed. Imaging was then performed for one week; each animal was imaged multiple times. (B) 
Schematic representation of the cuff surgery and the size of the dataset. (C) Schematic representation of 
the head-plate implantation that allows head fixation. (D) Schematic illustration of the experimental setup 
for fUS imaging on head-fixed freely behaving mice using the air-floated Mobile HomeCage (Neurotar ref). 
Representation of the three sagittal planes imaged. (E) Representative power Doppler image with 
corresponding regions of interest automatically positioned by the atlas registration performed by the 
Iconeus software. Selection of quiet periods and signal denoising protocol. (Created with Biorender.com). 
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Figure 2: Cuff implantation induces mechanical allodynia. (A) Schematic description of a mouse in the 
Von Frey set-up and below the illustration of contralateral and ipsilateral paw showing the ipsilateral as 
the lesioned paw in the neuropathic group. (B) Von Frey test conducted at baseline (T0) and 2W showing 
the presence of mechanical allodynia in the neuropathic group’s ipsilateral paw at 2W. Data are expressed 
as mean ± SD (****p<0.0001) (Naïve n=11, Sham n=12, NP n=14). (C) Von Frey test conducted at baseline 
(T0) and 8W showing mechanical allodynia in the neuropathic group’s ipsilateral paw at 8W. Data are 
expressed as mean ± SD (contraNP vs ipsiNP **p=0.0015, ipsiSHAM/ipsiNAIVE **p= 0.0089, * p=0.0427) 
(Naïve n=5, Sham n=7, NP n=10). (Created with Biorender.com). 
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Figure 3: Functional Connectivity alterations in a wide-range network. (A-C) Resting-state correlation 
matrices, displaying the mean Pearson correlation coefficient between 18 selected ROIs in a color-coded 
range from -1 to 1. (B-D) Alternative representation of the correlation matrix as a circular network with 
the 18 ROIs displayed in a circular layout and the connection between them illustrated as links with 
thickness and color corresponding to the correlation coefficient between the two nodes. 
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Figure 4: Functional connectivity alterations in specific subnetworks at 2W. (A) Schematized illustration 
of the two subnetworks showing significant functional connectivity alterations. Frontal area, hippocampal 
region and the interbrain and the interconnections between the posterior and the dorsal part of the 
insular cortex. (B-C) Division of subnetwork showing a non-specific effect (B) and a specific effect (C). The 
increase in connectivity is illustrated as a bold line and the decrease as a dotted line. The changes 
illustrated refer to the alterations detected in the neuropathic group compared to the sham group. Graphs 
1, 2, 3 and 4 represent Fisher-transformed z-score of correlations between pairs of ROIs at 2 and 8 weeks. 
Data are presented as mean ± SD (*p<0.05, **p<0.01, ***p<0.001). Mice n=12, acquisitions n=54. 
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Figure 5: Functional connectivity alterations of a specific subnetwork at 8W. (A) Schematized illustration 
of the subnetworks showing significant functional connectivity alterations. Somatomotor area, interbrain, 
amygdala and striatum. (B-C) Division of subnetworks showing a disconnection effect involving 
somatomotor areas (B) and an increase in the connectivity between regions connected to the striatum 
(C). The increase in connectivity is illustrated as a bold line and the decrease as a dotted line. The changes 
illustrated refer to the alterations detected in the neuropathic group compared to the sham group. Graphs 
1, 2, 3, 4 and 5 represent Fisher-transformed z-scores of correlations between pairs of ROIs at 2 and 8 
weeks. Data are presented as mean ± SD (*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001). Mice n=12, 
acquisitions n=49.
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CHAPTER 4 
 

ARTICLE N°3:  

High sensitivity mapping of brain-wide functional networks 

in awake mice using simultaneous multi-slice fUS imaging 
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INTRODUCTION OF THE ARTICLE N°3 

As discussed in the introduction, one of the main limitations of fUS imaging was its 2D feature. To 

circumvent this limitation, several studies in the laboratory proposed different strategies to image in 

pseudo or real 3 dimensions. In a previous study (Bertolo et al. 2021), presented in chapter 2, we used a 

volumetric fUS using 2D transducer, thanks to a motorized linear array. Such approach allowed multiple 

brain slices to be scanned rapidly and repeatedly. This approach allows for 3D fUS imaging at a framerate 

which remains compatible with resting-state FC measurement. Using this method, FC measurements were 

feasible for a volumetric reconstruction of maximum 4 planes imaged repetitively. 

In the following study, (in which I was involved in the development of the experimental design and the 

execution of all experiments), we proposed a new approach to perform 3D imaging, enabling high-

sensitivity mapping of brain-wide functional network.  

This new hybrid solution is dedicated to brain-wide transcranial FC studies in mice, based on a newly 

developed multi-array probe, consisting of four combined linear arrays, allowing simultaneous multi-

slicing of the entire mouse cerebrum. Allowing for resting-state FC analysis across the entire brain. 

In this study we demonstrated the reproducibility of this new 3D imaging modality by describing its 

capability to detect task-evoked (visual stimulation) brain responses in anesthetized mice, and 

furthermore to evaluate resting-state FC in awake head-fixed animals. We measured functional 

connectivity imaging over 16 complete coronal slices, providing a more comprehensive view of brain 

functional networks in the whole mouse brain through the skull. Seed-based and multivariate analyses 

revealed reliable detection of bilateral connectivity, including long-range connections in both cortical and 

subcortical brain regions. 
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ABSTRACT
Functional ultrasound (fUS) has received growing attention in preclinical research in the past decade, providing a new 
tool to measure functional connectivity (FC) and brain task-evoked responses with single-trial detection capability in 
both anesthetized and awake conditions. Most fUS studies rely on 2D linear arrays to acquire one slice of the brain. 
Volumetric fUS using 2D matrix or row-column arrays has recently been demonstrated in rats and mice but requires 
invasive craniotomy to expose the brain due to a lack of sensitivity. In a previous study, we proposed the use of motor-
ized linear arrays, allowing imaging through the skull in mice for multiple slices with high sensitivity. However, the 
tradeoff between the field of view and temporal resolution introduced by motorized scanning prevents acquiring 
brain-wide resting-state FC data with a sufficient volume rate for resting-state FC analysis. Here, we propose a new 
hybrid solution optimized and dedicated to brain-wide transcranial FC studies in mice, based on a newly developed 
multi-array transducer allowing simultaneous multi-slicing of the entire mouse cerebrum. We first demonstrate that 
our approach provides a better imaging quality compared to other existing methods. Then, we show the ability to 
image the whole mouse brain non-invasively through the intact skin and skull during visual stimulation under light 
anesthesia to validate this new approach. Significant activation was detected along the whole visual pathway, at both 
single and group levels, with more than 10% of augmentation of the cerebral blood volume (CBV) signal during the 
visual stimulation compared to baseline. Finally, we assessed resting-state FC in awake head-fixed animals. Several 
robust and long-ranged FC patterns were identified in both cortical and sub-cortical brain areas, corresponding to 
functional networks already described in previous fMRI studies. Together, these results show that the multi-array 
probe is a valuable approach to measure brain-wide hemodynamic activity in mice with an intact skull. Most impor-
tantly, its ability to identify robust resting-state networks is paving the way towards a better understanding of the 
mouse brain functional organization and its breakdown in genetic models of neuropsychiatric diseases.

Keywords: volumetric imaging, functional ultrasound, brain imaging, visual pathway, functional connectivity, awake 
mice, connectomics 
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1.  INTRODUCTION

Functional ultrasound (fUS) imaging is a recent modality 
that is able to probe the brain activity at a high spatiotem-
poral resolution (Mace et al., 2013; B.-F. Osmanski et al., 

2014). In a similar way to blood oxygen level-dependent 

functional magnetic resonance imaging (BOLD-fMRI), fUS 

imaging relies on the neurovascular coupling to infer brain 

activity indirectly from measurement of hemodynamic 
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signals. This is achieved by combining multiple echoes 
from thousands of ultrasound plane waves emitted at an 
ultrafast frame rate. The resulting Power Doppler (PD) sig-
nal is directly proportional to the CBV, that is, the amount 
of blood flowing through the voxel at a point in time.

fUS is particularly suited for studying neural networks 
in the mouse brain, the most common preclinical model 
in neuroscience. Using an emission frequency of 15 MHz, 
fUS images yield an in-plane spatial resolution of 
100 × 100 µm (and ~500 µm slice thickness). The direct 
visualization of blood flow through the Doppler effect also 
gives fUS imaging a remarkable sensitivity to hemody-
namic variations and specifically to those of neuronal ori-
gin. A growing body of evidence is now showing that fUS 
signals faithfully report multi-unit neuronal activity in mice 
through the neurovascular coupling (Aydin et  al., 2020; 
Boido et al., 2019; Nunez-Elizalde et al., 2022), despite 
open questions regarding single unit activity uncoupling 
in primates at rest (Claron et al., 2023).

Most importantly, fUS is seamlessly compatible with 
awake behaving animals, whether head-fixed (Ferrier 
et al., 2020; Macé et al., 2018) or freely moving (Rabut 
et al., 2020; Sieu et al., 2015; Tiran et al., 2017) thanks to 
the miniaturization of ultrasonic linear arrays (2D imaging) 
which can now be tethered to the animal’s head using an 
implanted frame. Hence, fUS has been successfully 
applied to characterize many task-based (Gesnik et al., 
2017; Macé et al., 2011, 2018; B. F. Osmanski et al., 2014)  
and resting-state functional systems (Ferrier et al., 2020; 
B.-F. Osmanski et al., 2014; Rabut et al., 2020).

However, a main restriction compared to fMRI is the 
2D limitation, due to the geometry of current ultrasonic 
probes (1D linear arrays). While sequential scanning of 
the entire brain has been proposed using a motorized 
stage, it involves long acquisition time (>2 h per animal) 
and repeated stimulus presentation at each position to 
cover the whole brain (Gesnik et al., 2017; Macé et al., 
2018). As multiple sessions must be repeated at each 
position to capture the whole brain, one limitation of this 
method is also that the animal’s behavior may vary from 
one session to another, and thus across slices. Most 
importantly, this approach is incompatible with the study 
of resting-state functional connectivity networks as it is 
inherently based on the synchronous measure of spon-
taneous oscillatory activity within spatially distributed 
brain regions (Coletta et  al., 2020). We recently intro-
duced an alternative approach using fast plane-switching 
transducers to significantly reduce the scanning time 
(Bertolo, Nouhoum, et al., 2021). However, the tradeoff 
between the number of positions imaged and the time 

resolution limits the field of view to a section of a few 
millimeters only.

On the other hand, full-3D volumetric fUS has been 
successfully achieved in rodents using fully populated 
matrix (FPM) arrays and row-column addressing (RCA) 
transducers. However, this approach suffers from a 
significant lack of sensitivity, calling for a surgery to 
expose the brain (Brunner et  al., 2020; Rabut et  al., 
2019; Sauvage et  al., 2019). In this context, further 
developments are needed to improve the spatial cover-
age of fUS imaging to achieve a more global view of the 
brain without compromising on resolution, frame rate, 
or sensitivity.

Here, we introduce a new multi-array probe consist-
ing of four combined linear arrays, allowing simultane-
ous multi-slice (SMS) fUS imaging of the mouse brain. 
This new type of transducer increases fUS time resolu-
tion by a factor of four without compromising on sensi-
tivity and spatial resolution. We first show that the 
multi-array probe can achieve almost brain-wide cover-
age in mice at 100 × 100 × 525 µm in under 2.4 s, non-
invasively through the skin and bone. By comparing the 
imaging quality across different methods on the same 
animal before and after craniotomy, we provide evidence 
that the multi-array probe is more sensitive than FPM 
and RCA transducers. We then validate the ability of 
SMS-fUS imaging to spatially map brain activity using a 
simple visual activation paradigm in lightly anesthetized 
animals, showing significant CBV increases in areas of 
the visual pathway. Finally, this approach is extended to 
resting-state functional connectivity mapping in awake 
head-fixed mice. Seed-based and multivariate analyses 
reveal reliable detection of bilateral connectivity, includ-
ing long-range connections in both cortical and sub-
cortical brain regions.

2.  MATERIALS AND METHODS

2.1.  Ethics

Twelve male C57BL/6 mice (7-8 weeks old, Janvier Labs, 
France) were used with approval from our local ethics 
committee (Comité d’éthique en matière d’expérimenta-
tion animale number 59, “Paris Centre et Sud”, project 
#2017-23). Animals were housed four per cage with a 
12  h light/dark cycle, a constant temperature at 22°C, 
and unlimited access to food and water. Before begin-
ning the experiments, animals are given a 1-week mini-
mum acclimatization period to housing conditions. All 
experiments have been performed in agreement with the 
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European Community Council Directive of 22 September 
2010 (010/63/UE).

Methods were carried out following relevant guidelines 
and regulations and in compliance with ARRIVE guide-
lines (Percie du Sert et al., 2020).

2.2.  Visual stimulation experiments in lightly anesthetized mice

Visual stimulation experiments were performed in a dark 
room, with mice in a lightly anesthetized condition (Fig. 1(ii)). 
All acquisitions (one per animal, n = 6) were considered in 
the statistical analysis.

2.2.1.  Animal preparation

Mice were anesthetized by an initial intraperitoneal (IP) 
injection of ketamine and xylazine mixture at 100 mg/kg 
and 10 mg/kg, respectively. The hair was shaved using 
depilatory cream, and the mouse was positioned on a 
stereotaxic frame. Anesthesia was maintained with a 
low isoflurane supply throughout the imaging session 

(0.5% administered through a nose cone in an 80/20 air/
oxygen stream). The eyes of the mouse were protected 
using an ointment (Ocry-gel, TVM, UK). Body tempera-
ture was controlled with a rectal probe connected to a 
heating pad set at 37°C. Respiration and heart rate were 
monitored using a PowerLab data acquisition system 
with the LabChart software (ADInstruments, USA). Addi-
tional IP ketamine/xylazine doses (25 mg/kg and 2.5 mg/
kg, respectively) were infused intermittently (every 90 to 
120  min), as deemed necessary based on changes in 
physiological parameters.

2.2.2.  Visual stimulation protocol

Visual stimulation was delivered using a white LED light 
positioned 30 cm from the mouse (measured luminance 
of 15 lux). After a baseline of 60 s, eight stimuli (30 s of 
flickered light consisting of 200 ms pulses with a 4 Hz 
frequency) were repeated every 90 s, resulting in a total 
acquisition duration of 780 s.

Fig. 1.  Experimental designs used for both anesthetized experiments (ii) and awake (iii, iv) experiments. (i) Iconeus One 
scanner (256 channels ultrasound system) driving the multi-array probe. (ii) Experimental setup for visual stimulation in 
lightly anesthetized mice. The anesthetized mouse is shaved and placed in a stereotaxic frame. The multi-array probe 
is mounted on a 4-axis motorized stage. A white LED is placed 30 cm from the mouse’s eyes for visual stimulation. (iii) 
Experimental setup for resting-state functional connectivity in awake mice. The multi-array probe is mounted on the  
4-axis motor stage, and placed just above the head of the mouse, in the MHC. (iv) Different steps of the animal habituation 
protocol (post-surgery recovery, handling, wrapping for installation in the MHC, head-fixed exploration in the MHC). The 
first imaging session can be set at D11.
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2.3.  Resting-state functional connectivity in awake mice

Resting-state FC acquisitions (1200 s) were performed in 
awake head-fixed conditions (Fig. 1(iii)). Two animals (out 
of six) underwent a second imaging session as the rate of 
calm periods was considered as too short (more details 
can be found in Section 2.6).

2.3.1.  Surgical implantation of metal plate

A headpost with an imaging window of 13 × 21 mm² was 
surgically implanted for head fixation. The procedure has 
been described in detail previously (Bertolo, Nouhoum, 
et al., 2021). Briefly, mice were anesthetized using ket-
amine (100  mg/kg) and medetomidine (1  mg/kg). After 
hair shaving and skin disinfection, lidocaine was adminis-
tered under the scalp, and the skin was excised. The 
head plate (Neurotar, Model 14) was attached to the skull 
using two anchoring screws and dental cement (Super-
bond, C&B). The imaging window was sealed using Kwik-
cast, and anesthesia was reversed by a subcutaneous 
atipamezole injection (1 mg/ml). Meloxicam (5 mg/kg, IP) 
was administered for postoperative pain, and the mice 
were recovered in their home cage.

2.3.2.  Habituation and training

A head-restrained imaging setup was used for awake 
imaging (Mobile HomeCage, Neurotar, Finland). The mice 
were head-fixed with a rigid metal clamp and positioned 
in a floating round carbon-fiber cage, allowing them to 
explore the environment freely. Six days after the surgery, 
mice were repeatedly manipulated by the experimenter 
for a couple days and left to freely explore the Mobile 
HomeCage (MHC). From day 3, the animals were habitu-
ated to head fixation in the MHC by gradually increasing 
the time of each session, from 5 min initially, rising to 60 
on day 6 (the day of the imaging session). The critical 
experimental design time points are listed in Figure 1(iv).

2.4.  The multi-array probe

A 15 MHz multi-array probe was developed consisting in 
four compact linear arrays of 64 elements, with a pitch of 
110 µm (IcoPrime-4D Multi-array, Iconeus, Paris, France). 
The high sensitivity of this probe is due to several factors, 
including the large active surface of each element (1.5 mm 
width), the small pitch (~λ), and the presence of an acous-
tic lens under each array enabling the acoustic energy to 
be focused on a slice of approximately 500 microns  

(minimum thickness at 8  mm depth) similarly to linear 
arrays. The four independent linear arrays were designed to 
be tightly assembled with only 2.1 mm from each other to 
minimize acoustical cross-talk (see Supplementary Fig. 3) 
and optimize the field of view. The total number of elements 
can be addressed simultaneously with a 256-channel 
scanner such as the Iconeus One system (256 channels).

The dedicated imaging sequence and the live Doppler 
reconstruction procedure were implemented in a live 
acquisition software (IcoScan, Iconeus, Paris, France), as 
described in the following sub-sections.

2.4.1.  Imaging sequence and beamforming  
with the multi-array probe

The imaging sequence was implemented using the same 
ultrafast plane wave transmission and reception scheme 
replicated for each of the four linear arrays. Four images 
(one per array) were simultaneously obtained from 
4  ×  200 compounded frames acquired at 500  Hz 
(Tintegration = 0.4s) using 4 × 8 tilted plane waves acquired 
at a pulse repetition frequency of 4  kHz (-12°, -8.57°, 
-5.14°, -1.71°, 1.71°, 5.14°, 8.57°, 12°). To compensate 
for the limited lateral aperture size (64 elements com-
pared to 128 in conventional linear arrays), we used a 
trapezoidal beamforming grid with θmax = 12°, allowing 
the field of view to be extended on both sides and 
enabling the retrieval of deeper lateral brain regions.

2.4.2.  Clutter filtering

Each block of 0.4 s was filtered using a Singular Value 
Decomposition (SVD) clutter filter to separate tissue sig-
nal from blood signal and form a PD image (Demene 
et al., 2015).

Briefly, the signal matrix from a Doppler block 
S  Nx , Ny , Nz , Nt( ) was first reshaped to a Casorati 
matrix Mc   Nx .Ny .Nz , Nt( ) and decomposed by an SVD 
procedure as follows:

	 Mc = U.S.V
*
	 (1)

where S is a diagonal matrix with coefficients λ i, corre-
sponding to the ordered singular values associated with 
a spatial singular vector Ui whose temporal variations are 
described by the temporal singular vector Vi. The signal 
associated with blood can be expressed as:

	 Sblood = 
Ncut+1

200

∑ Ui. λ i.Vi
*
	 (2)
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as the first Ncut spatiotemporal modes are associated  
with tissue with high energy. For anesthetized experiments 
(as there isn’t any motion), we used a fixed threshold 
Ncut = 60 (Demene et  al., 2015). For awake experiments 
(episodic motion), the threshold Ncut was set adaptively  
for each Doppler block using a fixed energy threshold 
(Baranger et al., 2018; Maresca et al., 2018).

2.4.3.  Motorized fast scanning with the multi-array probe

As illustrated in Figure 2(i), the four arrays are separated 
by 2.1 mm, and the acoustic lenses allow four acoustic 
beams to focus along the elevation direction with a full-
width half-maximum (FWHM) of 0.5 mm. By translating 
the probe at four positions separated by 0.525  mm (a 
quarter of the inter-array distance, Fig.  3(i) and (ii)), we 
can achieve a final volume of 16 contiguous slices with a 
repetition time (TR) of 2.4 s (Fig. 3(iii) and (iv)). Up to a 
step of 0.525  mm, the scanning is considered non-
interrupted slicing, ensuring that the whole-brain volume 
is sampled without any gaps between the slices. The TR 
of 2.4  s not only considers the integration time 
(Tintegration = 0.4s), but also considers the dead time during 
which the probe is translated (Ttranslation = 0.2s) and the 
number of positions (four). To avoid long displacements 
and make sure that Ttranslation does not last more than 
200 ms between the last position and the first one (before 
starting each new volume), the scanning order of the 
different positions was optimized to limit the maximum 

displacement to two steps (1.050  mm) using an inter-
leaved sequence (1-3-4-2 if npositions = 4). Regarding this 
maximum displacement and considering the configura-
tion of our motor setup, the maximal translation time was 
estimated at 0.1 s. All sequence parameters are summa-
rized in Table 1, and the whole procedure is described in 
Figure 3.

If npositions > 1,TR can be expressed as:

	 TR = npositions Tintegration +Ttranslation( )	 (4)

npositions and Tintegration parameters can be set to different 
values, and we will discuss the implications of temporal 
resolution and SNR later in the Section 4.

2.4.4.  Comparison with RCA and matrix transducers

We performed acquisitions of 180 s with the MUX-FPM, 
the RCA, and the multi-array probes on the same animal, 
before and after craniotomy (removal of the skull) and 
compared the image quality.

For the surgery and the following brain imaging ses-
sion, the mouse was anesthetized with an initial intraper-
itoneal injection of ketamine and xylazine mixture. Then, 
anesthesia was maintained with a 1.5% isoflurane supply 
and the animal physiology was monitored following the 
protocol already described in Section 2.2.1. An additional 
subcutaneous injection of buprenorphine (0.1  mg/kg) 
was administered to provide analgesia, A 1 × 1 cm skull 
window was removed by drilling (Foredom) at low speed 
using a microdrill steel burr (Burr number 19007-07, Fine 
Science Tools) while leaving the dura intact.

The imaging sequence parameters for the RCA and 
MUX-FPM are detailed in Supplementary Table 1. All the 
probes were centered at 15 MHz.

For the RCA sequence, 20 tilted plane-wave were 
transmitted alternatively with the rows and the columns, 
while backscattered echoes were always received with 
the orthogonal aperture. We used the XDoppler 
approach (Bertolo, Sauvage, et al., 2021) to obtain an 
isotropic PSF with reduced side-lobe levels. The MUX-
FPM sequence was designed to drive one sub-aperture 
of 32 × 8 piezo elements (representing a quarter of the 
whole aperture) at a time, and the back-scattered 
echoes were received on the whole aperture after four 
transmissions and receptions, thus allowing a frame 
rate of 333  Hz for nine tilted plane waves. The MUX 
FPM and RCA volumes were further averaged over 
2.4 s to match the volume rate of the multi-array acqui-
sition scheme.

Fig. 2.  Multi-array probe. (i) Top view of the multi-array 
probe. The schematic of the probe head shows four 
acoustic lenses, separated by 2.1 mm. The slice thickness 
(0.5 mm) is represented with the red rectangles in the 
center of each array. (ii) Lateral view of head of the multi-
array probe. The emitted pressure field, simulated with 
Field II software, is represented under each array, and 
thresholded at -6 dB.
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Table 1.  Summary of the recommended sequence parameters for whole-brain SMS fUS imaging.

Spatial specifications Temporal specifications

Field of view Depth
In-plane  

resolution
Number  
of slices

Step  
between 

slices
Frame  
rate

Doppler  
integration

Pause  
duration

Repetition 
time

β-4.9 to β+3 1 mm to 11 mm 100 µm × 100 µm 16 525 µm 500 Hz 0.4 s 0.2 s 2.4 s

Fig. 3.  Principle of motorized fast scanning for whole-brain transcranial fUS imaging. (i) The probe is translated 
at each position following the order 1-3-4-2 (with interleaving) to minimize the translation distance and keep the 
translation time below 0.2 s. The step between slices is set to 0.525 mm, allowing homogeneous scanning of the dead 
volume between two arrays (2.1 mm). At each position, the probe rests for 0.4 s to acquire 4 × 200 compounded frames 
at 500 Hz. The resulting pressure field (simulated with Field II (Jensen, 1997)) is represented under each array, and 
overlaid on the two-photon Allen template. Every 2.4 s, the 16 continuous slices (ii) are beamformed, processed, and 
concatenated to form a 3D volume (iii). These 16 PD slices are also depicted in (iv) with their corresponding anatomical 
coordinate relative to Bregma coordinates (in mm) and overlaid with the envelope of the main Allen atlas regions. 
This cycle is repeated constantly during the whole acquisition. The PD scan represented in (iv) was performed on an 
anesthetized mouse.
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All volumes were registered and resampled in the 
same space to allow the extraction of PD intensity pro-
files along the same voxels, and Contrast to Noise Ratio 
(CNR) estimation from the same vessel and background 
regions of interest for the different acquisitions.

2.5.  Automatic atlas registration, and ROI segmentation

All volumetric scans were co-registered to an average 
scan and aligned to a standard Doppler reference tem-
plate, already pre-aligned with the Allen Mouse Brain 
Atlas common coordinates framework (Nouhoum et al., 
2021; Wang et al., 2020) (Fig. 3(iii)). An initial affine trans-
formation matrix was first determined using a convolu-
tional neuronal network (Blons et  al., 2022) trained to 
identify nine vascular landmark locations in an angio-
graphic scan. From the identification of these landmarks 
in both the scan and the reference template, we could 
estimate a first affine transformation aligning the scan to 
the Doppler reference. A refined affine transformation 
was finally determined from this initial transformation by 
running an iterative intensity-based registration algorithm 
(Nouhoum et al., 2021).

An indirect evaluation of the registration was pro-
posed by introducing a “matching score”. This score is 
defined as the average correlation between the regis-
tered scan and the averaged template from the whole 
dataset. This score is reported for each session in Sup-
plementary Figure 1.

2.6.  Scans pre-processing pipeline

The entire pre-processing pipeline is illustrated in  
Figure  4, and further details about every step are pro-
vided in this section. Slice timing correction (STC) was 
systematically applied by resampling the data on a com-

mon time basis (first position) to consider the delays in 
slices, using linear interpolation.

Then, the baseline low-frequency drift was estimated 
(voxel-wise) with polyfit function (MATLAB), using a 
polynomial of degree 3, and subtracted from the fUS 
signal.

Despite adaptative clutter filtering, a variable portion 
of certain acquisitions had to be removed in each scan 
because of the high motion. Calm “resting” periods were 
automatically determined from the whole-brain global 
signal (GS) Doppler profile. The baseline of the GS was 
first estimated with a linear regression. Then, periods 
were considered as calm when the GS standard varia-
tions were kept below 5% of the GS baseline level for at 
least 60 s, and a calm score was computed as the total 
useful duration corresponding to resting periods during a 
whole acquisition. This score is reported in Supplemen-
tary Figure 1. Two acquisitions with less than 10 min of 
calm periods were removed from the resting-state analy-
sis. For the corresponding animals, another imaging ses-
sion led to less artefactual acquisitions, and was thus 
considered in the FC analysis.

To study the slow CBV fluctuations associated with 
resting-state FC, the fUS signal of each calm period 
was first standardized before applying a bandpass filter. 
According to the fMRI literature (Biswal et al., 1995) and 
recent fUS studies (Nunez-Elizalde et al., 2022) charac-
terizing these low-frequency oscillations, the frequency 
band was chosen between 0.01 Hz and 0.1 Hz. Then, 
all the filtered calm periods were temporally concate-
nated. Finally, the GS of the resulting pre-processed 
scan was derived and considered as a confounding 
variable to reduce non-neuronal sources of variance for 
awake resting-state FC data. The choice to integrate 
the global signal regression (GSR) procedure for the 
processing of our awake dataset will be discussed later 
in the manuscript.

Fig. 4.  Block diagram describing each step of the processing pipeline. Steps represented in gray blocks are specific to 
awake resting-state data pre-processing.
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2.7.  Statistical analysis

2.7.1.  General linear model (GLM) for visual stimulation activation 
maps and resting-state FC seed-based maps estimation

Activation maps (visual stimulation) and seed-based 
maps (resting-state FC) were computed using a GLM 
applied on pre-processed scans.

For visual stimulation, the stimulus response was 
modeled by convolving the stimulus pattern with a four 
half-cosine canonical hemodynamic response function. 
This signal was rescaled so that its value was zero when 
there was no stimulus and one during the stimulus. The 
baseline could then be directly extracted from our model 
from the intercept value.

For seed-based maps, the expected signal was taken 
as the average CBV time course in the seed ROI. A t- 
statistic with its corresponding p-value was derived for 
each voxel to assess the GLM significance, comparing 
the baseline condition (contrast  =  0) and the stimulus 
(contrast = 1).

The familywise error rate (FWER) for subject-level 
analysis was controlled by the Bonferroni procedure, 
adopting a false discovery rate of 0.05.

Group-level significance was assessed with a one-
sample Student t-test performed on the individual 
t-maps, with a false discovery rate of 0.05. Correction for 
multiple comparisons was done with maximal statistic 
permutation testing combined with threshold free cluster 
enhancement (TFCE) (Smith & Nichols, 2009).

2.7.2.  Average relative CBV (rCBV) profiles in activated areas during 
visual stimulation experiments

Hemodynamic responses to visual stimulation were esti-
mated by computing the relative change in CBV (rCBV) in 
percentage, obtained by subtracting the CBV baseline 
and dividing by the CBV baseline afterwards.

The rCBV time profiles were extracted in 228 Allen 
regions of interest (Supplementary Table  2) and repre-
sented through temporal raster plots (Fig. 6(ii)). The per-
centage of significantly activated voxels in each of these 
regions was determined by overlapping the Allen seg-
mentation to the p-value map obtained with the GLM 
analysis (gray-scale colorbars on raster plots). We also 
plotted the rCBV of significantly activated voxels in 
important regions of the visual pathway (Fig. 6(iv)).

For each subject, the inter-trial rCBV was estimated by 
averaging the eight trials within an imaging session 
(Fig. 6(ii, v)). Finally, the inter-subject (n = 6) and inter-trial 

rCBV was finally derived by averaging inter-trial rCBV 
profiles of each subject (Fig. 7(iii, iv)).

2.7.3.  Functional connectivity matrix estimation

Thanks to the registration procedure, the Allen atlas seg-
mentation could be used to perform automatic Allen-
based CBV extraction over more than 200 brain regions 
of interest (ROI) distributed in the whole brain (listed in 
Supplementary Table 2). The Pearson correlation coeffi-
cient was computed between every pre-processed and 
spatially averaged signal (in each ROI). Subject-level FC 
matrices were Fisher-transformed and averaged across 
subjects (n = 6). The group-average matrix was finally re-
transformed to Pearson correlations. We also performed 
a one-sample t-test (two-tailed, p < 0.05, FDR corrected) 
to test whether the average coefficients were different 
from zero.

For each session, the value of the correlation between 
two symmetric regions taken in the somatosensory cor-
tex (SS), and between the somatosensory cortex and the 
anterior cingulate cortex (ACA) was taken as a quality 
control metric, describing the specific or unspecific char-
acter of functional connectivity (Supplementary Fig.  1) 
(Grandjean et al., 2017).

2.7.4.  Independent component analysis (ICA) for functional 
networks identification

Independent components (ICs) were estimated by run-
ning fastICA 100 times with icasso stabilization MATLAB 
algorithms (Himberg & Hyvarinen, 2003; Ntekouli, 2019) 
on co-registered pre-processed and temporally concat-
enated resting-state FC scans (awake condition, n = 6). 
Different dimensionalities were tested: 15, 25, and 35. 
We chose to set the number of ICs to 25, as it was 
found to best represent the heterogeneity of our dataset 
with a good stability. Finally, plausible FC networks 
were classified manually by following the same rules as 
the ones proposed by Zerbi et al. (2015) and Grandjean 
et  al. (2017) fMRI studies. The general assumption 
behind this identification is: if there are active functional 
networks, those functional network components will 
closely match known structural networks among vascu-
lar or noise components. Out of the 25 group-level ICs, 
we identified 16 spatial components associated with 
functional systems. To enhance functional regions 
visualization, each spatial map was scaled to Z-scores 
and thresholded to Z > 3 (corresponding to p < 0.001). 
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Finally, volumetric representations were constructed by 
extracting the boundary surface of the resulting bina-
rized mask.

3.  RESULTS

3.1.  The multi-array probe is more sensitive than RCA  
and matrix arrays

The results of the image quality comparison between the 
MUX-FPM, the RCA and the multi-array probes are pre-
sented in Figure 5. We focused our comparisons on three 
coronal slices, intersecting β-3.3  mm, β-2.3  mm, and 
β + 0.15 mm. The sensitivity was assessed by comparing 
CNR estimations from the same vascular and background 
regions for all acquisitions. Vessel’s intensity profiles were 
also extracted along the same voxels.

In both trepanned and transcranial conditions, the 
multi-array provides a better image quality than MUX-
FPM and RCA probes, with higher CNR values. Higher 
peak amplitude and more small vessels were revealed 
with PD intensity profiles for the multi-array.

In transcranial condition, the vascular signal is com-
pletely lost with the MUX-FPM, and the multi-array offers 
a better contrast compared to the RCA on the vessel’s 
intensity profiles.

Interestingly, the CNR obtained with the multi-array in 
transcranial condition is still better than the one mea-
sured with the MUX-FPM without the skull.

3.2.  Functional hyperaemia induced by visual stimulation in lightly 
anesthetized mice

To validate the multi-array approach, we first evaluated 
the ability to detect CBV responses in the whole brain 
during visual stimuli.

Figure 6 shows the visual responses obtained in one 
representative mouse after one experiment of 780 s. Acti-
vation maps obtained with GLM analysis revealed signif-
icant activation in all regions of the visual pathway: the 
lateral geniculate nucleus (LGN), the superior colliculus 
(SC), the primary visual cortex (V1), and the retrosplenial 
cortex (RS), as represented in Figure 6(i). The raster plot 
in Figure  6(ii) shows the rCBV response in the whole 
brain. The percentage of activated voxels was derived in 
each of the 228 segmented Allen regions (Supplementary 
Table 2) and is represented with the gray colorbar. More-
over, the rCBV time profile shows single-trial detection in 
each region. On average (across trials), the rCBV increase 
reached 5% in the LGN, 7% in the SC, 16% in the V1, 
and 9% in RS in this experiment.

Fig. 5.  Assessing the imaging quality before and after craniotomy: comparative analysis of the multi-array probe 
against RCA and MUX-FPM probes. Comparisons were focused on three coronal slices, represented in each row of this 
comparative table. For each probe, the first column represents PD images after craniotomy whereas the second one 
represents PD images before craniotomy. For each slice, the vessel ROI is represented with the cyan square whereas 
the background ROI is represented with the red square. The green line indicates the voxels along which PD profiles were 
extracted for contrast comparison (last column). Whereas the multi-array probe provides the best imaging quality before 
and after craniotomy, the MUX-FPM is not sensitive enough to detect blood flow through the skull.
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A second-level statistical analysis was then performed 
on a population of six subjects. Voxels with significant 
activation are represented on coronal slices (Fig. 7(i)) and 
in 3D renderings (Fig.  7(ii)). Significant activation was 
detected in the Thalamus, in the Midbrain, in the Hippo-
campal formation, and in the Isocortex. The percentage 
of activation in each of the 228 Allen regions (gray color-
bar in Fig. 7(iii)) is reported in Supplementary Table 2. On 
average (cross-trials and subjects), the rCBV increase 
reached 4% in the LGN, 6% in the SC, 7.5% in the RS, 
and 12% in the V1 during the ON-time (Fig. 7(iv)).

3.3.  Resting-state functional connectivity in awake mice

To study the dataset associated with resting-state func-
tional connectivity in awake conditions (n  =  6), we 
performed different statistical analyses. First, we per-
formed a seed-based analysis, then we derived the aver-

age functional connectivity matrix, and we finally 
investigated spatial ICA to identify functional networks.

The seed-based analysis revealed significant and 
long-range functional connectivity patterns across the 
awake dataset. When the seed was placed in the upper 
limb region of the primary somatosensory area (SSp-ul), 
strong FC was measured in the contralateral region, 
and in other regions of the primary somatosensory cor-
tex, such as the trunk (SSp-t), lower limbs (SSp-ll), the 
secondary motor cortex (MOs), and the hippocampal 
region (HPC, Fig. 8(i)). The specific midline associative 
cortices hub involved in the default mode network 
(DMN) previously described in the fUS (Grandjean 
et  al., 2017) and fMRI (Gozzi & Schwarz, 2016; 
Grandjean et al., 2017; Sforazzini et al., 2014) literature 
was then identified by placing the seed in the dorsal 
part of the anterior cingulate area (ACA, Fig.  8(ii)). 
Finally, sub-cortical inter-hemispheric FC was also 

Fig. 6.  Subject-level response after visual stimulation. (i) Subject-level activation map (p < 0.05, FWER corrected with 
Bonferroni procedure) overlaid with the PD angiography from the most anterior (top left) to the most posterior acquired 
slice (bottom right), reveals significant activation in major brain areas of the visual system: contours for the V1, RS, SC, 
and LGN regions are depicted on each slice. (ii) Raster plot of rCBV time course extracted in 228 Allen regions covering 
the whole brain. The gray-scale colorbar indicates the percentage of activated voxels in each region (black = 0%, 
white = 100 %). Green dashed lines indicate the beginning and the end of each stimulus. (iii) Cross-trial averaged raster 
plot. (iv) rCBV curves extracted in V1, RS, SC, and LGN, showing single-trial detections at each stimulus. (v) The average 
rCBV curves (cross-trial) show an increase of the rCBV from 5% for the LGN to 15% for V1 during the ON-time.
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Fig. 8.  Seed-based analysis reveals long-range FC patterns (n = 6). Each row represents an average seed-based map 
across the awake dataset (n = 6), thresholded with significant connectivity (one-tailed t test), p < 0.05, FWER cluster 
corrected using TFCE. Seed regions are denoted by the green legends: (i) somatosensory area, upper limb, (ii) Anterior 
cingulate area, (iii) Dentate gyrus, (iv) Lateral group of the dorsal Thalamus. Maps were resampled in the Allen mouse 
template. Volume renderings (left) are performed with Amira software. Activation maps are also represented on coronal 
slices overlaid with the two-photon Allen mouse template.

Fig. 7.  Group-level response after visual stimulation (n = 6). (i) Average activation map (two-tailed t-test, p < 0.05, FWE 
corrected using TFCE and maximal statistic permutation testing), overlaid with the average PD angiography (cross-subject), 
from the most anterior slice (top left) to the most posterior slice (bottom right). (ii) 3D renderings (Amira software) of the 
average activation map, thresholded with significant voxels. (iii) Raster plot of averaged rCBV profiles (cross-trial and cross-
subjects) extracted in 228 Allen regions. The gray color bar indicates the percentage of significant voxels in each region 
(black = 0%, white = 100 %). (iv) Average rCBV (cross-trial and cross-subjects) profiles extracted from important regions of 
the visual pathway show an increase of the rCBV going from 4% for the LGN to 12% for V1 during the ON-time.
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found in both hippocampal and thalamic regions when 
placing the seed in the dentate gyrus or in the lateral 
group of the dorsal thalamus, respectively (Fig.  8(iii)). 
The map obtained with the DG seed also revealed 
hippocampo-cortical connections. These patterns were 
also identified at the subject level, as demonstrated in 
Supplementary Figure 2.

Then, the average functional connectivity matrix pro-
vided a global view of the whole brain FC (Fig.  9). The 
Allen-based and mirrored (left/right) segmentation of ROIs 
allowed different FC patterns in each major brain region to 
be exposed. The strongest inter-hemispheric correlation 
coefficients were observed in the isocortex, the hippo-
campal formation, the olfactory areas (OA), the thalamus 
(TH), and the hypothalamus (HT). Interestingly, the OA 
region was found to be highly functionally connected with 
different sub-cortical structural regions such as the 
cortical subplate (CS), the striatum (ST), and the HT, in 

good agreement with the results shown in a recent fMRI 
study in awake mice (Gutierrez-Barragan et al., 2022).

Finally, group-ICA revealed the presence of 16 
resting-state functional networks. Five of them were 
classified as cortical networks (Fig. 10(i)), one as a hip-
pocampal network (Fig. 10(ii)), and five as sub-cortical 
networks (Fig. 10(iii)). These networks span various brain 
regions defined by the Allen brain atlas and correlate 
with the brain structural connectivity with a systematic 
bilateral organization. Resting-state networks previously 
described in the fMRI literature were identified in our vol-
umetric fUS data, involving the same anatomical regions. 
The identification of the DMN, the latero-cortical net-
work (LCN), and the medial part of the salience network 
(SN) is in good agreement with the triple-network orga-
nization for the mouse brain previously proposed 
(Mandino et al., 2022). For the SN, the absence of acti-
vation in the agranular insular is argued in the discussion 

Fig. 9.  Average functional connectivity matrix (n = 6) derived for more than 200 Allen cortical and subcortical structures 
which are listed in Supplementary Table 2 (i). Strong inter-hemispheric FC (anti-diagonals in green squares) is measured in 
both cortical and sub-cortical regions. Significant coefficients (one-sample t-test, p < 0.05, FDR corrected) are represented 
on the right matrix (ii).

Fig. 10.  Functional networks identified with ICA. Identified networks were classified in three different groups (cortical 
(i), hippocampal (ii), and sub-cortical (iii)). Each network (labeled in the first column and represented in 3D in the 
second column) comprises at least one independent component. For each component, abbreviations of overlapped 
structural regions are captioned. In the last column, coronal sections of spatial maps are overlaid with the two-photon 
Allen template. RS = retrosplenial area, ACA = anterior cingulate area, MOp = primary motor area, SSp = primary 
somatosensory, ul = upper limb, ll = lower limb, bf = barrel field, PFC = prefrontal cortex, Mos = secondary motor cortex, 
VISa = anterior visual area, VISam = anteromedial visual area, VISrl = rostrolateral visual area, VISp = primary visual area, 
VISl = lateral visual area, ORB = orbital cortex, ACB = nucleus accumbens, HPC = hippocampus, CA = cornu ammonis, 
DG = dentate gyrus, AM = anteromedial nucleus, VAL = ventral anterior-lateral complex of the thalamus, VPM = ventral 
posteromedial nucleus, LP = lateral posterior nucleus of the thalamus, PO = posterior complex of the thalamus, 
SN = substantia nigra, VTA = ventral tegmental area, SC = superior colliculus, PRT = pretectal region, ACB = nucleus 
accumbens, OB = olfactory bulb, AON = anterior olfactory nucleus, BMA = basomedial amygdalar nucleus, medial 
amygdalar nucleus, PAA = Piriform-amygdalar area, COA = cortical amygdalar area.
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part. The large field of view allowed the complete map-
ping of the visual network. Deeper networks were also 
characterized, including the hippocampus (HPC) and 
several sub-cortical networks, namely the thalamus 
(TH), the midbrain (MB), the basal forebrain (BF), the 
olfactory (OF) and the amygdala (Amy) networks. The 

presence of BF and OF networks is in good agreement 
with previous fMRI observations, supporting that high 
functional activity in these arousal regions is related to 
conscious wakefulness (Gutierrez-Barragan et al., 2022). 
Several networks were described with more than one IC. 
The DMN was decomposed into a first component 
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connecting the ACA and the RS together and a second 
one that was more specific to anterior ACA, as was pre-
viously observed in fMRI studies (Grandjean et al., 2017; 
Zerbi et al., 2015). The LCN was associated with three 
different components. The more anterior one was found 
to connect the prefrontal cortex (PFC), the secondary 
motor cortex (MOs), and the somatosensory cortex (SS). 
Among the two anterior components, a first one involved 
the primary motor cortex (MOp), the upper-limb and 
lower-limb regions of the primary SS cortex (SSp-ul  
and SSp-ll) whereas the more lateral one matched the 
barrel-field cortex (SS-bf). HPC and MB networks were 
described by two dorsal/ventral submodules, and the 
TH network was decomposed into two lateral/ventral 
submodules, matching with different sub-cortical nuclei 
specified in Figure 10(iii).

The elevation extent of each network is reported in 
Supplementary Table 3.

4.  DISCUSSION

Compared to other preclinical neuroimaging modalities, 
fUS imaging benefits from several advantages such as a 
high spatial resolution, a high sampling rate, and a full-
depth, non-invasive penetration into the mice brain. 
However, monitoring resting-state functional connectiv-
ity (rsFC) with brain-wide coverage in mice with an 
intact skull had, up to now, never been performed 
because of sensitivity and volume-rate issues (15-17, 
35). In this study, we present the use of a new simulta-
neous multi-slice (SMS) approach based on a multi-
array probe to perform transcranial brain-wide fUS 
imaging of functional activity and connectivity in anes-
thetized and awake mice. This new method allows for 
an acceleration in data acquisition equal to the number 
of simultaneously insonified slices (four), without com-
promising the sensitivity when compared to classic lin-
ear ultrasound arrays.

The sensitivity of our approach was highlighted by the 
comparison of the imaging quality with other methods in 
the same animal. Compared to the images acquired with 
the RCA and MUX-FPM probes, the multi-array images 
provided higher CNR values and better contrasts on ves-
sel intensity profiles, in both trepanned and transcranial 
conditions.

Our hybrid approach using a multi-linear array allows 
for functional connectivity imaging over 16 complete cor-
onal slices, providing a more comprehensive view of 
brain functional networks in the whole mouse brain 
through the skull.

We first conducted SMS-fUS acquisitions to investi-
gate task-based functional activation and obtained reli-
able hyperemia in different brain regions of the visual 
system in response to light stimuli in lightly anesthetized 
mice. Notably, we found statistically significant activa-
tions in the lateral geniculate nuclei, the superior colliculi, 
the primary visual cortex, and, more surprisingly, within 
the retrosplenial area at both the subject level and group 
level. While the retrosplenial cortex is not typically found 
to be activated following visual stimulation in fMRI studies 
(Dinh et al., 2021; Niranjan et al., 2016), this brain region 
has been shown to exhibit visual responses using GCaMP 
imaging techniques (Murakami et al., 2015), and has been 
included in an extended retinotopic organization of the 
mouse brain (Zhuang et  al., 2017). Consistently, signifi-
cant hyperemia has already been demonstrated in the 
retrosplenial area using fUS in awake head-fixed mice, 
independently of stimulus directions or the presence of 
an optokinetic reflex (Macé et al., 2018). Taken together, 
these observations further support the high sensitivity of 
fUS imaging and its ability to faithfully report neuronal 
activity. In this study, we used a simple flashing LED stim-
ulus, but more complex visual tasks could be performed 
using the same approach such as multi-directional drift-
ing grating stimuli (Macé et al., 2018). Similarly, this para-
digm could be straightforwardly transposed to the 
mapping of the brain correlates of complex behavior or 
cognitive tasks in awake mice in future studies.

Resting-state functional connectivity was then evalu-
ated in awake head-fixed mice under stimulus-free con-
ditions. Leveraging our previously published automatic 
registration to the Allen Mouse Brain Atlas (Nouhoum 
et al., 2021), we performed seed-based analysis, derived 
an average functional connectivity matrix over 200 seg-
mented regions, and identified large-scale functional 
connections spanning several coronal slices. Expanding 
previous work using fMRI (Gutierrez-Barragan et  al., 
2022; Tsurugizawa et  al., 2020), our work provides a  
fine-grained comprehensive description of the organiza-
tion of mouse brain functional networks during wakeful-
ness. Unsupervised multivariate ICA analysis has revealed 
16 functional networks that cover the whole brain and 
that strikingly resemble those previously described in the 
fMRI literature. We found relevant inter-hemispheric con-
nectivity within the cortical, hippocampal, basal ganglia, 
and sub-cortical regions at both subject and group levels. 
Based on previously published fMRI studies (Grandjean 
et al., 2017; Mandino et al., 2022; Zerbi et al., 2015), rele-
vant components have been manually classified into 
major networks identified in the mouse brain: the default 
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mode network (including midline and associative regions), 
the lateral cortical network (including somatosensory-
motor executive areas), the visual network, as well as the 
salient network (including the most anterior part of the 
anterior cingulate and orbitofrontal cortices). Subcortical 
components included the hippocampal network, the tha-
lamic network, as well as modes within the midbrain, the 
basal forebrain, the olfactory nucleus, and the amygdala. 
We found two independent hippocampal networks corre-
sponding to the dorsal and ventral hippocampus, as 
described in the literature (Zerbi et al., 2015), as well as 
two independent thalamic networks corresponding to the 
anterior and posterior thalamus, less often described in 
the fMRI literature. Together, these observations attest to 
the high sensitivity of our approach through its ability to 
detect reliable spontaneous coactivations in the deepest 
regions of the mouse brain, even in the transcranial set-
ting. More advanced analyses such as dynamic func-
tional connectivity and coactivated patterns (CAPs) could 
help provide a more accurate description of the mouse 
functional connectome and facilitate comparisons with 
fMRI datasets.

Several limitations must be considered when interpret-
ing the results. First, certain areas of the brain remain 
more difficult to image due to stronger skull aberrations, 
mostly linked to the skull shape or presence of sutures. 
This includes the cerebellum, the auditory cortex, tempo-
ral areas, and insular cortex. This explains the absence of 
significant functional connectivity in these regions. Apply-
ing aberration correction techniques to the ultrasound 
field may help recover signals in those areas. Second, the 
current field of view, which was specifically optimized for 
the adult mouse brain, would be too restricted for rats or 
larger animals. Future development of 512-channel scan-
ners with higher computational power will enable the con-
ceptualization of larger multi-arrays transducers to 
overcome this limitation. Alternatively, larger piezo ele-
ments with reduced central frequency could be considered 
to increase the probe aperture, but with a tradeoff on in-
plane spatial resolution.

Moreover, the use of global signal regression (GSR) 
as a preprocessing step for resting-state signals is 
highly debated in the fMRI literature. GSR was used in 
the present study to reduce contributions from non-
neuronal sources, notably motion artifacts, in awake 
resting-state signals (Rabut et  al., 2020). However, as 
GSR has been shown to introduce spurious negative 
correlation values in FC networks (Murphy & Fox, 2017), 
great care should be taken when interpreting negatively 
correlated regions in seed-based maps and GLM analy-

ses. Note that the preprocessing of task-evoked data 
from anesthetized mice did not require GSR as there 
were no motion artifacts.

Overall, our approach showed promising results with a 
TR of 2.4 s—a theoretical limit for resting-state functional 
connectivity (with respect to Nyquist-Shannon theorem 
and considering an upper frequency of 0.2 Hz for the RS 
bandwidth)—but it is still slower than what could be 
reached using a matrix or row-column array (Brunner 
et al., 2020; Rabut et al., 2019; Sauvage et al., 2019). In 
our study and others (Aydin et al., 2020; Bertolo, Nouhoum, 
et al., 2021; Boido et al., 2019; Ferrier et al., 2020; Gesnik 
et al., 2017; Macé et al., 2018; Nunez-Elizalde et al., 2022; 
B. F. Osmanski et al., 2014; B.-F. Osmanski et al., 2014; 
Rabut et al., 2020; Sieu et al., 2015; Tiran et al., 2017), 
high sensitivity Doppler frames were computed over 200 
compounded ultrasonic images acquired over 0.4  s so 
that several cardiac cycles are sampled and averaged. 
This leads to a more efficient rejection of tissue echoes 
(such as arterial pulsatility). A higher frame rate could the-
oretically be achieved by reducing the number of images 
down to 50, yielding a TR of ~1 s. However, one should 
expect a significant SNR penalty on fUS signals due to 
systemic physiological noise contamination, the extent of 
which would require further investigations.

In conclusion, our results show that the SMS approach 
using a multi-array fUS probe is a very promising method 
for studying 3D connectomics in awake or anesthetized 
mice, non-invasively through the skull. Along with its 
seamless compatibility with awake behaving animals, we 
believe that this approach will pave the way for more 
advanced studies to help shed new light on the spatio-
temporal organization of spontaneous or evoked activity 
of the mouse brain and its breakdown in neuropsychiatric 
diseases.

DATA AND CODE AVAILABILITY

Data and code that support the findings of this study are 
available from the corresponding author upon reasonable 
request. Researchers wishing to obtain the raw data 
must contact the Office of Research Contracts at 
INSERM to initiate a discussion on the proposed data 
transfer or use.

AUTHOR CONTRIBUTIONS

Adrien Bertolo, Jeremy Ferrier, and Silvia Cazzanelli 
(experiments); Adrien Bertolo (processing); Samuel Die-
bolt (discussions); Mathieu Pernot, Thomas Deffieux, and 



16

A. Bertolo, J. Ferrier, S. Cazzanelli et al.	 Imaging Neuroscience, Volume 1, 2023

Bruno-Félix Osmanski (supervising); Sophie Pezet, Mick-
ael Tanter (study conception and discussions (physics 
and neurobiology)).

FUNDING

This project has received funding from the European 
Union’s Horizon 2020 research and innovation program 
under grant agreement No 874721. INSERM also sup-
ported this work through a Biomedical Ultrasound Tech-
nology Research Accelerator (ART).

DECLARATION OF COMPETING INTEREST

Mickael Tanter, Mathieu Pernot, Bruno-Félix Osmanski, 
and Thomas Deffieux are share-holders and co-founders 
of the Iconeus company. Adrien Bertolo, Jeremy Ferrier, 
Samuel Diebolt, and Bruno-Félix Osmanski are employ-
ees of the Iconeus company.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available with 
the online version here: https://doi​.org​/10​.1162​/imag​_a​
_00030.

REFERENCES

Aydin, A.-K., Haselden, W. D., Goulam Houssen, Y., 
Pouzat, C., Rungta, R. L., Demené, C., Tanter, M., 
Drew, P. J., Charpak, S., & Boido, D. (2020). Transfer 
functions linking neural calcium to single voxel functional 
ultrasound signal. Nature Communications, 11(1), 2954. 
https://doi​.org​/10​.1038​/s41467​-020​-16774​-9

Baranger, J., Arnal, B., Perren, F., Baud, O., Tanter, M., & 
Demene, C. (2018). Adaptive spatiotemporal SVD clutter 
filtering for ultrafast Doppler imaging using similarity of 
spatial singular vectors. IEEE Transactions on Medical 
Imaging, 37(7), 1574–1586. https://doi​.org​/10​.1109​/TMI​
.2018​.2789499

Bertolo, A., Nouhoum, M., Cazzanelli, S., Ferrier, J., 
Mariani, J.-C., Kliewer, A., Belliard, B., Osmanski, B.-F., 
Deffieux, T., Pezet, S., Lenkei, Z., & Tanter, M. (2021). 
Whole-brain 3D activation and functional connectivity 
mapping in mice using transcranial functional ultrasound 
imaging. Journal of Visualized Experiments, 168, 62267. 
https://doi​.org​/10​.3791​/62267

Bertolo, A., Sauvage, J., Tanter, M., Pernot, M., & Deffieux, 
T. (2021). XDoppler: Cross-correlation of orthogonal 
apertures for 3D blood flow imaging. IEEE Transactions 
on Medical Imaging, 40(12), 1–1. https://doi​.org​/10​.1109​
/TMI​.2021​.3084865

Biswal, B., Zerrin Yetkin, F., Haughton, V. M., & Hyde, J. S. 
(1995). Functional connectivity in the motor cortex of 
resting human brain using echo-planar MRI. Magnetic 
Resonance in Medicine, 34(4), 537–541. https://doi​.org​
/10​.1002​/mrm​.1910340409

Blons, M., Bertolo, A., Deffieux, T., Osmanski, B.-F., 
Tanter, M., & Berthon, B. (2022, March 18). 3D vascular 
landmarks localization in Dopper images of mouse brains 
using a deep convolutional neural network enables 
precise volumetric registration. EMIM 2022, Poster. 
https://www​.eventclass​.org​/contxt​_emim2022​/online​
-program​/session​?s​=104​#e641

Boido, D., Rungta, R. L., Osmanski, B.-F., Roche, M., 
Tsurugizawa, T., Le Bihan, D., Ciobanu, L., & Charpak, S. 
(2019). Mesoscopic and microscopic imaging of sensory 
responses in the same animal. Nature Communications, 
10(1), 1110. https://doi​.org​/10​.1038​/s41467​-019​-09082​-4

Brunner, C., Grillet, M., Sans-Dublanc, A., Farrow, K., 
Lambert, T., Macé, E., Montaldo, G., & Urban, A. 
(2020). A platform for brain-wide volumetric functional 
ultrasound imaging and analysis of circuit dynamics in 
awake mice. Neuron, 108(5), 861–875.e7. https://doi​.org​
/10​.1016​/j​.neuron​.2020​.09​.020

Coletta, L., Pagani, M., Whitesell, J.D., Harris, J.A., 
Bernhardt, B., & Gozzi, A. Network structure of the 
mouse brain connectome with voxel resolution. (2020). 
Science Advances, 6(51), eabb7187. https://doi​.org​/10​
.1126​/sciadv​.abb7187

Claron, J., Provansal, M., Salardaine, Q., Tissier, P., 
Dizeux, A., Deffieux, T., Picaud, S., Tanter, M., Arcizet, 
F., & Pouget, P. (2023). Co-variations of cerebral blood 
volume and single neurons discharge during resting state 
and visual cognitive tasks in non-human primates. Cell 
Reports, 42(4), 112369. https://doi​.org​/10​.1016​/j​.celrep​
.2023​.112369

Demene, C., Deffieux, T., Pernot, M., Osmanski, B.-F., 
Biran, V., Gennisson, J.-L., Sieu, L.-A., Bergel, A., 
Franqui, S., Correas, J.-M., Cohen, I., Baud, O., & 
Tanter, M. (2015). Spatiotemporal clutter filtering of 
ultrafast ultrasound data highly increases Doppler and 
fUltrasound sensitivity. IEEE Transactions on Medical 
Imaging, 34(11), 2271–2285. https://doi​.org​/10​.1109​/TMI​
.2015​.2428634

Dinh, T. N. A., Jung, W. B., Shim, H.-J., & Kim, S.-G. (2021). 
Characteristics of fMRI responses to visual stimulation in 
anesthetized vs. Awake mice. Neuroimage, 226, 117542. 
https://doi​.org​/10​.1016​/j​.neuroimage​.2020​.117542

Ferrier, J., Tiran, E., Deffieux, T., Tanter, M., & Lenkei, Z. 
(2020). Functional imaging evidence for task-induced 
deactivation and disconnection of a major default mode 
network hub in the mouse brain. Proceedings of the 
National Academy of Sciences U S A, 117(26), 15270–
15280. https://doi​.org​/10​.1073​/pnas​.1920475117

Gesnik, M., Blaize, K., Deffieux, T., Gennisson, J.-L., 
Sahel, J.-A., Fink, M., Picaud, S., & Tanter, M. (2017). 
3D functional ultrasound imaging of the cerebral visual 
system in rodents. Neuroimage, 149, 267–274. https://
doi​.org​/10​.1016​/j​.neuroimage​.2017​.01​.071

Gozzi, A., & Schwarz, A. J. (2016). Large-scale functional 
connectivity networks in the rodent brain. Neuroimage, 
127, 496–509. https://doi​.org​/10​.1016​/j​.neuroimage​.2015​
.12​.017

Grandjean, J., Zerbi, V., Balsters, J. H., Wenderoth, N., 
& Rudin, M. (2017). Structural basis of large-scale 
functional connectivity in the mouse. The Journal of 
Neuroscience, 37(34), 8092–8101. https://doi​.org​/10​
.1523​/JNEUROSCI​.0438​-17​.2017

Gutierrez-Barragan, D., Singh, N. A., Alvino, F. G., Coletta, 
L., Rocchi, F., De Guzman, E., Galbusera, A., Uboldi, M., 

https://doi.org/10.1162/imag_a_00030
https://doi.org/10.1162/imag_a_00030
https://doi.org/10.1038/s41467-020-16774-9
https://doi.org/10.1109/TMI.2018.2789499
https://doi.org/10.1109/TMI.2018.2789499
https://doi.org/10.3791/62267
https://doi.org/10.1109/TMI.2021.3084865
https://doi.org/10.1109/TMI.2021.3084865
https://doi.org/10.1002/mrm.1910340409
https://doi.org/10.1002/mrm.1910340409
https://www.eventclass.org/contxt_emim2022/online-program/session?s=104#e641
https://www.eventclass.org/contxt_emim2022/online-program/session?s=104#e641
https://doi.org/10.1038/s41467-019-09082-4
https://doi.org/10.1016/j.neuron.2020.09.020
https://doi.org/10.1016/j.neuron.2020.09.020
https://doi.org/10.1126/sciadv.abb7187
https://doi.org/10.1126/sciadv.abb7187
https://doi.org/10.1016/j.celrep.2023.112369
https://doi.org/10.1016/j.celrep.2023.112369
https://doi.org/10.1109/TMI.2015.2428634
https://doi.org/10.1109/TMI.2015.2428634
https://doi.org/10.1016/j.neuroimage.2020.117542
https://doi.org/10.1073/pnas.1920475117
https://doi.org/10.1016/j.neuroimage.2017.01.071
https://doi.org/10.1016/j.neuroimage.2017.01.071
https://doi.org/10.1016/j.neuroimage.2015.12.017
https://doi.org/10.1016/j.neuroimage.2015.12.017
https://doi.org/10.1523/JNEUROSCI.0438-17.2017
https://doi.org/10.1523/JNEUROSCI.0438-17.2017


17

A. Bertolo, J. Ferrier, S. Cazzanelli et al.	 Imaging Neuroscience, Volume 1, 2023

Panzeri, S., & Gozzi, A. (2022). Unique spatiotemporal 
fMRI dynamics in the awake mouse brain. Current 
Biology, 32(3), 631–644.e6. https://doi​.org​/10​.1016​/j​.cub​
.2021​.12​.015

Himberg, J., & Hyvarinen, A. (2003). Icasso: Software for 
investigating the reliability of ICA estimates by clustering 
and visualization. In: 2003 IEEE XIII Workshop on Neural 
Networks for Signal Processing (IEEE Cat. No.03TH8718) 
(pp. 259–268). https://doi​.org​/10​.1109​/NNSP​.2003​.1318025

Jensen, J. A. (1997). Field: A program for simulating 
ultrasound systems. Medical & Biological Engineering & 
Computing, 34(sup. 1), 351–353.

Macé, E., Montaldo, G., Cohen, I., Baulac, M., Fink, M., & 
Tanter, M. (2011). Functional ultrasound imaging of the 
brain. Nature Methods, 8(8), 662–664. https://doi​.org​/10​
.1038​/nmeth​.1641

Mace, E., Montaldo, G., Osmanski, B.-F., Cohen, I., Fink, M., 
& Tanter, M. (2013). Functional ultrasound imaging of the 
brain: Theory and basic principles. IEEE Transactions on 
Ultrasonics, Ferroelectrics and Frequency Control, 60(3), 
492–506. https://doi​.org​/10​.1109​/TUFFC​.2013​.2592

Macé, É., Montaldo, G., Trenholm, S., Cowan, C., Brignall, 
A., Urban, A., & Roska, B. (2018). Whole-brain functional 
ultrasound imaging reveals brain modules for visuomotor 
integration. Neuron, 100(5), 1241–1251.e7. https://doi​
.org​/10​.1016​/j​.neuron​.2018​.11​.031

Mandino, F., Vrooman, R. M., Foo, H. E., Yeow, L. Y., 
Bolton, T. A. W., Salvan, P., Teoh, C. L., Lee, C. Y., 
Beauchamp, A., Luo, S., Bi, R., Zhang, J., Lim, G. H. T., 
Low, N., Sallet, J., Gigg, J., Lerch, J. P., Mars, R. B., 
Olivo, M., … Grandjean, J. (2022). A triple-network 
organization for the mouse brain. Molecular Psychiatry, 
27(2), 865–872. https://doi​.org​/10​.1038​/s41380​-021​
-01298​-5

Maresca, D., Correia, M., Tanter, M., Ghaleh, B., & Pernot, 
M. (2018). Adaptive spatiotemporal filtering for coronary 
ultrafast Doppler angiography. IEEE Transactions on 
Ultrasonics, Ferroelectrics, and Frequency Control, 65(11), 
2201–2204. https://doi​.org​/10​.1109​/TUFFC​.2018​.2870083

Murakami, T., Yoshida, T., Matsui, T., & Ohki, K. (2015). Wide-
field Ca2+ imaging reveals visually evoked activity in the 
retrosplenial area. Frontiers in Molecular Neuroscience, 
08, 20. https://doi​.org​/10​.3389​/fnmol​.2015​.00020

Murphy, K., & Fox, M. D. (2017). Towards a consensus 
regarding global signal regression for resting state 
functional connectivity MRI. Neuroimage, 154, 169–173. 
https://doi​.org​/10​.1016​/j​.neuroimage​.2016​.11​.052

Niranjan, A., Christie, I. N., Solomon, S. G., Wells, J. A., & 
Lythgoe, M. F. (2016). fMRI mapping of the visual system 
in the mouse brain with interleaved snapshot GE-EPI. 
Neuroimage, 139, 337–345. https://doi​.org​/10​.1016​/j​
.neuroimage​.2016​.06​.015

Nouhoum, M., Ferrier, J., Osmanski, B.-F., Ialy-Radio, N., 
Pezet, S., Tanter, M., & Deffieux, T. (2021). A functional 
ultrasound brain GPS for automatic vascular-based 
neuronavigation. Scientific Reports, 11(1), 15197. https://
doi​.org​/10​.1038​/s41598​-021​-94764​-7

Ntekouli, M. (2019). Investigating brain function and 
anatomy through ICA-based functional ultrasound 
imaging. http://resolver​.tudelft​.nl​/uuid:d4786d82​-9836​
-4eb4​-a8cc​-775f9e5bd83f

Nunez-Elizalde, A. O., Krumin, M., Reddy, C. B., Montaldo, 
G., Urban, A., Harris, K. D., & Carandini, M. (2022). 
Neural correlates of blood flow measured by ultrasound. 

Neuron, 110(10), 1631–1640.e4. https://doi​.org​/10​.1016​/j​
.neuron​.2022​.02​.012

Osmanski, B. F., Martin, C., Montaldo, G., Lanièce, P., Pain, 
F., Tanter, M., & Gurden, H. (2014). Functional ultrasound 
imaging reveals different odor-evoked patterns of 
vascular activity in the main olfactory bulb and the 
anterior piriform cortex. Neuroimage, 95, 176–184. 
https://doi​.org​/10​.1016​/j​.neuroimage​.2014​.03​.054

Osmanski, B.-F., Pezet, S., Ricobaraza, A., Lenkei, Z., 
& Tanter, M. (2014). Functional ultrasound imaging of 
intrinsic connectivity in the living rat brain with high 
spatiotemporal resolution. Nature Communications, 5(1), 
5023. https://doi​.org​/10​.1038​/ncomms6023

Percie du Sert, N., Ahluwalia, A., Alam, S., Avey, M. T., 
Baker, M., Browne, W. J., Clark, A., Cuthill, I. C., Dirnagl, 
U., Emerson, M., Garner, P., Holgate, S. T., Howells, 
D. W., Hurst, V., Karp, N. A., Lazic, S. E., Lidster, K., 
MacCallum, C. J., Macleod, M., … Würbel, H. (2020). 
Reporting animal research: Explanation and elaboration 
for the ARRIVE guidelines 2.0. PLoS Biology, 18(7), 
e3000411. https://doi​.org​/10​.1371​/journal​.pbio​.3000411

Rabut, C., Correia, M., Finel, V., Pezet, S., Pernot, M., 
Deffieux, T., & Tanter, M. (2019). 4D functional ultrasound 
imaging of whole-brain activity in rodents. Nature 
Methods, 16(10), 994–997. https://doi​.org​/10​.1038​
/s41592​-019​-0572​-y

Rabut, C., Ferrier, J., Bertolo, A., Osmanski, B., Mousset, 
X., Pezet, S., Deffieux, T., Lenkei, Z., & Tanter, M. (2020). 
Pharmaco-fUS: Quantification of pharmacologically-
induced dynamic changes in brain perfusion and 
connectivity by functional ultrasound imaging in awake 
mice. Neuroimage, 222, 117231. https://doi​.org​/10​.1016​
/j​.neuroimage​.2020​.117231

Sauvage, J., Deffieux, T., Poree, J., Rabut, C., Ferin, G., 
Flesch, M., Rosinski, B., Nguyen-Dinh, A., Tanter, M., 
& Pernot, M. (2019). 4D Functional imaging of the rat 
brain using a large aperture row-column array. IEEE 
Transactions on Medical Imaging, 1–1. https://doi​.org​/10​
.1109​/TMI​.2019​.2959833

Sforazzini, F., Schwarz, A. J., Galbusera, A., Bifone, A., & 
Gozzi, A. (2014). Distributed BOLD and CBV-weighted 
resting-state networks in the mouse brain. Neuroimage, 
87, 403–415. https://doi​.org​/10​.1016​/j​.neuroimage​.2013​
.09​.050

Sieu, L.-A., Bergel, A., Tiran, E., Deffieux, T., Pernot, M., 
Gennisson, J.-L., Tanter, M., & Cohen, I. (2015). EEG 
and functional ultrasound imaging in mobile rats. Nature 
Methods, 12(9), 831–834. https://doi​.org​/10​.1038​/nmeth​
.3506

Smith, S., & Nichols, T. (2009). Threshold-free cluster 
enhancement: Addressing problems of smoothing, 
threshold dependence and localisation in cluster 
inference. Neuroimage, 44(1), 83–98. https://doi​.org​/10​
.1016​/j​.neuroimage​.2008​.03​.061

Tiran, E., Ferrier, J., Deffieux, T., Gennisson, J.-L., Pezet, 
S., Lenkei, Z., & Tanter, M. (2017). Transcranial functional 
ultrasound imaging in freely moving awake mice 
and anesthetized young rats without contrast agent. 
Ultrasound in Medicine & Biology, 43(8), 1679–1689. 
https://doi​.org​/10​.1016​/j​.ultrasmedbio​.2017​.03​.011

Tsurugizawa, T., Tamada, K., Ono, N., Karakawa, S., 
Kodama, Y., Debacker, C., Hata, J., Okano, H., Kitamura, 
A., Zalesky, A., & Takumi, T. (2020). Awake functional MRI 
detects neural circuit dysfunction in a mouse model of 

https://doi.org/10.1016/j.cub.2021.12.015
https://doi.org/10.1016/j.cub.2021.12.015
https://doi.org/10.1109/NNSP.2003.1318025
https://doi.org/10.1038/nmeth.1641
https://doi.org/10.1038/nmeth.1641
https://doi.org/10.1109/TUFFC.2013.2592
https://doi.org/10.1016/j.neuron.2018.11.031
https://doi.org/10.1016/j.neuron.2018.11.031
https://doi.org/10.1038/s41380-021-01298-5
https://doi.org/10.1038/s41380-021-01298-5
https://doi.org/10.1109/TUFFC.2018.2870083
https://doi.org/10.3389/fnmol.2015.00020
https://doi.org/10.1016/j.neuroimage.2016.11.052
https://doi.org/10.1016/j.neuroimage.2016.06.015
https://doi.org/10.1016/j.neuroimage.2016.06.015
https://doi.org/10.1038/s41598-021-94764-7
https://doi.org/10.1038/s41598-021-94764-7
http://resolver.tudelft.nl/uuid:d4786d82-9836-4eb4-a8cc-775f9e5bd83f
http://resolver.tudelft.nl/uuid:d4786d82-9836-4eb4-a8cc-775f9e5bd83f
https://doi.org/10.1016/j.neuron.2022.02.012
https://doi.org/10.1016/j.neuron.2022.02.012
https://doi.org/10.1016/j.neuroimage.2014.03.054
https://doi.org/10.1038/ncomms6023
https://doi.org/10.1371/journal.pbio.3000411
https://doi.org/10.1038/s41592-019-0572-y
https://doi.org/10.1038/s41592-019-0572-y
https://doi.org/10.1016/j.neuroimage.2020.117231
https://doi.org/10.1016/j.neuroimage.2020.117231
https://doi.org/10.1109/TMI.2019.2959833
https://doi.org/10.1109/TMI.2019.2959833
https://doi.org/10.1016/j.neuroimage.2013.09.050
https://doi.org/10.1016/j.neuroimage.2013.09.050
https://doi.org/10.1038/nmeth.3506
https://doi.org/10.1038/nmeth.3506
https://doi.org/10.1016/j.neuroimage.2008.03.061
https://doi.org/10.1016/j.neuroimage.2008.03.061
https://doi.org/10.1016/j.ultrasmedbio.2017.03.011


18

A. Bertolo, J. Ferrier, S. Cazzanelli et al.	 Imaging Neuroscience, Volume 1, 2023

autism. Science Advances, 6(6), eaav4520. https://doi​
.org​/10​.1126​/sciadv​.aav4520

Wang, Q., Ding, S.-L., Li, Y., Royall, J., Feng, D., Lesnar, P., 
Graddis, N., Naeemi, M., Facer, B., Ho, A., Dolbeare, T., 
Blanchard, B., Dee, N., Wakeman, W., Hirokawa, K. E., 
Szafer, A., Sunkin, S. M., Oh, S. W., Bernard, A., … Ng, 
L. (2020). The Allen Mouse Brain Common Coordinate 
Framework: A 3D reference atlas. Cell, 181(4), 936–953.
e20. https://doi​.org​/10​.1016​/j​.cell​.2020​.04​.007

Zerbi, V., Grandjean, J., Rudin, M., & Wenderoth, N. 
(2015). Mapping the mouse brain with rs-fMRI: An 
optimized pipeline for functional network identification. 
Neuroimage, 123, 11–21. https://doi​.org​/10​.1016​/j​
.neuroimage​.2015​.07​.090

Zhuang, J., Ng, L., Williams, D., Valley, M., Li, Y., Garrett, 
M., & Waters, J. (2017). An extended retinotopic map of 
mouse cortex. eLife, 6, e18372. https://doi​.org​/10​.7554​
/eLife​.18372

https://doi.org/10.1126/sciadv.aav4520
https://doi.org/10.1126/sciadv.aav4520
https://doi.org/10.1016/j.cell.2020.04.007
https://doi.org/10.1016/j.neuroimage.2015.07.090
https://doi.org/10.1016/j.neuroimage.2015.07.090
https://doi.org/10.7554/eLife.18372
https://doi.org/10.7554/eLife.18372


126 
 

  



127 
 

 

  



128 
 

 

 

 

 

 

CHAPTER 5 
 

ARTICLE N°4:  

Longitudinal fUS imaging of functional connectivity during 

neuropathic pain development in mice revealed long 

lasting alterations of pain and stress networks 
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INTRODUCTION OF THE ARTICLE N°4 

In this next chapter, leveraging the benefits offered by the newly developed multi-array fUS probe, we 

designed a new study to overcome some limitations encountered in chapter 3. 

First, we aimed at investigating the FC alterations in the cuff model at the whole-brain level, without any 

a priori regarding the brain imaging sections or restrict our observations to a single brain hemisphere. 

Second, we adopted a longitudinal approach to better control for individual variability, each animal being 

its own control. To do so, this work had to be conducted in anesthetized conditions. This approach gave 

us the opportunity to investigate the alterations of brain changes until a later time point, 12W. 

Furthermore, the study was built on the technological development described in chapter 4. The novel 3D 

multi-slice imaging modality has been applied for the study of FC alterations in a longitudinal follow-up of 

neuropathic pain in a mouse model, in anesthetized conditions. 

 

The results of the study show FC alterations in a wide-range network between regions known to be 

involved in pain processing and adaptation to stress.  

 

I performed all aspects of the work presented in this article: the experiments, the signal and statistical 

analysis and the redaction of the article. 
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1 ABSTRACT 

Chronic pain is known to induce significant morphological and functional alterations in the human brain, 

as evidenced by various imaging studies. However, comparatively fewer investigations have explored the 

dynamic changes in neural networks at the rodent level.  

In this study, we used functional Ultrasound (fUS) Imaging, a cutting-edge neuroimaging technique 

renowned for its sensitivity to blood volume changes, high spatial resolution (100 um), rapid temporal 

resolution (400 ms), and wide field of view. Our aim was to elucidate the potential alterations in brain 

functional connectivity throughout the progression of neuropathic pain in mice, comparing against two 

control groups (naive and sham-operated).  

Through our longitudinal approach, we observed significant changes in functional connectivity within key 

brain regions implicated in emotional and cognitive processing, notably the infralimbic area and the 

amygdala. These changes manifested from 2 weeks post-surgery in both sham-operated and neuropathic 

animals, with a notable persistence in the latter group at 8 weeks post-lesion, suggesting persisting pain-

related mechanisms. Additionally, our study revealed heightened functional connectivity between the 

insula and the prelimbic area specifically in neuropathic animals at 2 weeks post-lesion. Given the 

established roles of these regions in stress regulation, particularly in chronic stress scenarios, our findings 

suggest profound adaptive changes within pain and stress processing networks in neuropathic mice. In 

summary, our findings illuminate the dynamic alterations within neural networks during the development 

of neuropathic pain in rodents, emphasizing the significance of comprehending the intricate interplay 

between pain, stress, and neural circuitry in preclinical models. 

 

 

 



3 
 

2 INTRODUCTION  

Neuropathic pain is an abnormal pain sensation, due to nerve lesion, that persists longer than the 

temporal course of natural healing.  The altered and intact sensory neurons convey disordered sensory 

signals into the spinal cord and the brain, leading to distinct sets of symptoms, such as allodynia and 

hyperalgesia (Costigan, Scholz, and Woolf 2009). In chronic pain states, long-lasting electrophysiological, 

structural and functional changes take place in the various relays of the pain pathways inducing a 

maladaptive plasticity, (Zhuo 2008). These central mechanisms of plasticity are believed to be pivotal for 

the development of mood disorders, such as anxiety and depression, that are frequently observed in 

chronic pain patients (Petrovic et al. 2000). 

Pain is a complex sensory and emotional experience that can vary between people and even within an 

individual, depending on the context and meaning of the pain, but also the psychological state of the 

person. Cognitive and emotional factors have a major impact on pain perception (M. Catherine Bushnell, 

Čeko, and Low 2013). Both in humans and animals, pain can be negatively modulated when attention is 

given outside the painful experience (Villemure and Bushnell 2009; Longe et al. 2001; Jonathan C.W. 

Brooks et al. 2002; Valet et al. 2004). While exacerbation of pain is due to an enhanced activation of some 

pain-related areas, such as the S1, ACC and insula (Villemure and Bushnell 2009; M. C. Bushnell et al. 1999; 

Ploner et al. 2011), reduction of pain by alteration of the pain by distraction from pain  is due to a reduction 

in activity of both the insula and S1. Modulation of the emotional state (such as inducing a negative 

emotional state by looking at emotional faces) alters several brain areas, but most consistently the ACC 

(Villemure and Bushnell 2009; Ploner et al. 2011; Roy et al. 2009; Berna et al. 2010). 

  

As chronic pain alters the brain, the descending inhibitory mechanism, which is the natural mechanism of 

coping to various types of stimuli (Ossipov, Dussor, and Porreca 2010), are chronically impaired in chronic 

pain patients, leading to central sensitization, allodynia and hyperalgesia (Gracely et al. 2002). Functional 

brain imaging studies in patients with chronic pain, such as in fibromyalgia patients, also supported that 

endogenous pain modulatory systems may be dysfunctional in these patients (Jensen et al. 2009; Berman 

et al. 2008). 

 

The insula is an important hub for the integration of multimodal information (Gogolla 2017). The strong 

interconnection between the insular cortex and the limbic system indicates an essential role of the insula 
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in emotion. Recent studies demonstrate its involvement in aversive behaviors (Gehrlach et al. 2019), 

including fear (Klein et al. 2021) and anxiety (Méndez-Ruette et al. 2019; Paulus and Stein 2006). 

The insula also has a crucial role in pain processing: it is activated in an intensity-dependent manner 

(Robert C. Coghill et al. 1999) by noxious stimulations (R. C. Coghill et al. 1994; Garcia-Larrea and Peyron 

2013), suggesting its involvement in intensity coding. Finally, the spatial location of activation follows 

somatotopic organization (Henderson, Gandevia, and Macefield 2007; J.C.W. Brooks et al. 2005). 

Clinical studies also emphasized the role of the insular cortex in chronic pain (Labrakakis 2023), showing 

a relationship between alterations in insular activity (Hsieh et al. 1995), structure (Gustin et al. 2011), and 

pain chronification. In contrast, animal research on the role of the posterior insula in pain has been limited 

(Labrakakis 2023). While its role in the development of mechanical allodynia (Benison et al. 2011) and in 

the aversive aspect of pain were well described (Tan et al. 2017), a comprehensive view of the functional 

interplay between the insula and other pain-related areas in the context of chronic pain is still missing. 

In order to fulfill this need, this study aimed at characterizing the changes in pain-related brain networks, 

with a special attention on the insula), through the measurements of brain functional connectivity in a 

mice model of neuropathic pain, using a relatively new technique of neuroimaging: functional ultrasound 

(fUS) imaging. fUS imaging allows the precise measurement of relative changes in cerebral blood volume 

with an excellent spatial (100–300 μm) and temporal resolutions (10 ms). It was used in many functional 

studies in human (Demene et al. 2017; Soloukey et al. 2020), non-human primates (Dizeux et al. 2019) 

and rodents (Macé et al. 2011; Sieu et al. 2015; Urban et al. 2015; Bergel et al. 2018; Rahal et al. 2020). 

fUS imaging can also measure resting-state hemodynamic fluctuations between brain areas over time; 

this last approach enables the identification of intrinsic functional connectivity (FC) patterns (Osmanski et 

al. 2014), which is a functional measure of the strength of the brain networks (Fox and Raichle 2007). In 

this study, we investigated how the FC between pain-related brain regions is altered in link with 

neuropathic pain and the associated comorbidities.  

We measured the functional connectivity (FC) at rest in anesthetized mice: I) naïve, II) subjected to 

neuropathic pain (2W cuffing of the sciatic nerve), III) during the emergence of anxiety-like behavior (8W), 

IV) during the emergence of depressive-like behavior (12W). Our results show significant changes in FC in 

major pain-related brain regions in accordance with the development of neuropathic pain symptoms. 

These findings suggest that the regions involved in pain processing undergo a maladaptive plasticity 

following nerve injury which may participate in pain chronification. Moreover, the connectivity alterations 
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change across the investigated timepoints, and this could be correlated with the subsequent apparition 

of the comorbidities. 

Our study provides a novel imaging approach to investigate and follow overtime FC alterations associated 

with neuropathic pain.
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3 MATERIALS AND METHODS 

Animals 

All the experiments were performed in agreement with the European Community Council Directive of 

22nd September (010/63/UE) and the local ethics committee (“Comité d’éthique en matière 

d’expérimentation animale n°59, ‘Paris Centre et Sud’”, project agreement APAFIS#19701 

2019031020578789 V5).  

The experiments were performed on 24 male C57BL/6 mice (Charles River Lab). Mice arrived at the 

laboratory one week before the beginning of the experiments at the age of 5 weeks and weighed between 

20-25g. Animals were socially housed in well-ventilated cages. The housing room was kept at a constant 

temperature of 22°C and relative humidity was kept at 45-50%. Food and water were available ad libitum. 

The housing room was kept under a 12h light/dark reverse cycle (light 8 pm – 8 am) and all the 

experiments were done during the dark phase, under red light. 

 

Experimental design (Figure 1) 

In order to investigate the functional connectivity changes associated with neuropathic pain, we 

developed an experimental approach allowing the monitoring of intrinsic brain connectivity in a mouse 

model of neuropathic pain over time. Following a longitudinal approach, we investigated key stages of 

symptoms development and comorbidity progression within the disease. This study was conducted by 

integrating procedures to induce and assess neuropathic pain symptoms in a mouse model, along with an 

imaging experimental protocol conducted under anesthetized conditions (Figure 1A).  

The study started with the evaluation of the mechanical sensitivity threshold by the Von Frey test in naïve 

conditions. After the assessment of a robust threshold the cohort underwent the first imaging session. 

Subsequently the neuropathic pain was induced by a procedure called cuff surgery (procedure detailed in 

the following paragraphs). The cohort was divided into three subgroups: the neuropathic group, which 

underwent the complete surgery including the implantation of the cuff; the sham group, which underwent 

the same surgical protocol but did not receive the cuff implantation; and finally, the naïve group, which 

did not undergo any surgical procedures. Throughout the longitudinal study some mice died recovering 

from anesthesia (2W n=1, 8W n= 2, 12W n=2). 

Following the experimental protocol previously validated in a prior publication (Bertolo et al 2023) we 

performed imaging sessions in anesthetized mice (Figure 1B). In this configuration we acquired data with 



7 
 

a newly developed multi-array transducer allowing simultaneous multi-slicing of the entire mouse 

cerebrum (Figure 1C). This approach facilitates imaging numerous brain regions simultaneously, opening 

the possibility of conducting functional connectivity studies across the whole-brain.  

The imaging session was conducted under resting-state conditions and lasted for 20 minutes. Each animal 

underwent sequential imaging sessions at each time point, for a total of four sessions. 

 

Neuropathic pain model  

Neuropathic pain was induced by implanting a 2 mm section of PE-20 polyethylene tubing around the 

main branch of the sciatic nerve of the right leg (Figure 1B) (Benbouzid et al. 2008; Barrot 2012; Yalcin et 

al. 2014). All procedures were performed under ketamine/medetomidine anesthesia Medetomidine 

(Domitor®, 0.5 mg/kg) and Ketamine (Imalgène®, 60 mg/kg). Animals in the sham group underwent the 

same procedure without cuff implantation, mice in the naïve group did not undergo any surgical 

procedure.   

 

Mechanical sensitivity (Von Frey) test. 

This test was performed to assess the mechanical sensitivity of the hind paws of the mice. 

Mice were placed in Plexiglas boxes (9 cm x 7 cm x 7 cm) on a wire mesh surface (Figure 2A). The 

mechanical sensitivity was tested with thin calibrated plastic filaments (Von Frey filaments) that were 

applied to the plantar surface of the hind paw. The mice were left for 45 min to habituate to the set-up, 

after which each hind paw of the animals were sequentially stimulated by applying a series of filaments 

with increasing gauges or stiffness (from 0.16g to 10g). When the sensitivity threshold was reached, the 

mouse responded by withdrawing its paw away from the stimulus. Each filament was tested 5 times per 

paw, and was applied until it bent (Yalcin et al. 2014; Barthas et al. 2015). The threshold was defined as 3 

or more withdrawals observed out of the 5 trials per filament. Mice were tested before the cuff surgery 

(baseline) and then at two, eight and twelve weeks after the cuff surgery. 

 

Animal preparation 

Mice were anesthetized by an initial intraperitoneal (IP) injection of ketamine and xylazine mixture at 

80 mg/kg and 8 mg/kg, respectively. Anesthesia was maintained throughout the imaging session with an 

intramuscular perfusion of ketamine (15 mg/kg) and xylazine (1.5 mg/kg) using a syringe pump and with 

a low isoflurane supply (0.5% administered through a nose cone in an 100%/0% air/oxygen stream). 
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The hair of the mouse was shaved using depilatory cream, the skin disinfected with betadine® and 

anesthetized locally using injectable lidocaïne (4 mg/kg). The mouse was positioned on a stereotaxic frame 

and the scalp was incised along the sagittal suture, from behind the occipital bone to the beginning of the 

nasal bone. In this longitudinal study, the same animal underwent sequential imaging sessions at each 

time point, for a total of four sessions. Therefore, the skin was cut to avoid the development of ingrown 

hair between imaging sessions. The presence of ingrown hair would result in a thicker skin layer, hindering 

the ultrasound penetration. 

The eyes of the mice were protected using an ointment (Ocry-gel, TVM, UK). Body temperature was 

monitored with a rectal probe connected to a heating pad set at 37°C. Respiration and heart rate were 

monitored using a PowerLab data acquisition system with the LabChart software (ADInstruments, USA).  

 

fUS imaging session 

Using an IconeusOne functional ultrasound system (Iconeus, France) we performed 20-min resting-state 

FC acquisitions (Figure 1B). The skull was gently covered with previously centrifuged echographic gel for 

ultrasonic coupling with the probe. A 15 MHz multi-array probe, consisting of four compact linear arrays 

of 64 piezo elements with a pitch of 110 μm (IcoPrime 4D-MultiArray, Iconeus, Paris, France) was used. 

The four independent linear arrays are designed to be tightly assembled with a 2.1 mm gap between each 

to minimize acoustical cross-talk and optimize the field of view. This study has followed the same 

procedure previously described in Bertolo et al. 2023. The probe was mounted on a 4-axis linear motor 

stage allowing a precise probe positioning and fast scanning of the brain. 

A coronal scan of the entire window (Bregma to Lambda) was first performed to reconstruct a 3D 

angiographic volume of the brain. By using the IcoStudio software (Iconeus, Paris, France), we 

automatically aligned each individual 3D angiography with the Allen Mouse Brain common coordinate 

framework (Nouhoum et al. 2021) to ensure that the same fUS volume was acquired for each animal and 

at each imaging session. 

 

fUS Imaging sequence  

The imaging sequence was implemented using the same ultrafast plane wave transmission and reception 

scheme replicated for each of the four linear arrays. Four images (one per array) were simultaneously 

obtained from 4 × 200 compounded frames acquired at 500 Hz (Tintegration = 0.4s) using 4 × 8 tilted plane 

waves acquired at a pulse repetition frequency of 4 kHz (-12°, -8.57°, - 5.14°, 1.71°, 1.71°, 5.14°, 8.57°, 

12°). To compensate for the limited lateral aperture size (64 elements compared to 128 in conventional 
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linear arrays), we used a trapezoidal beamforming grid with θmax = 12°, allowing the field of view to be 

extended on both sides and enabling the retrieval of deeper lateral brain regions (Bertolo et al. 2023). 

In order to filter the Cerebral Blood Volume (CBV) and remove the tissue signal, a Singular Value 

Decomposition (SVD) was applied to 200 successive frames by removing the 60 first singular vectors, 

which correspond mainly to the tissue space (Demene et al. 2015). Finally, a Power Doppler image was 

obtained by integrating the energy of the filtered frames, resulting in four Power Doppler images captured 

in 400 ms. 

For functional scans, the probe was sequentially stepped by 0.515 mm along the antero-posterior axis 

within a 0.2 duration, allowing the acquisition of a full volume of 10 x 8.1 x 9 mm3 comprised of 16 Power 

Doppler images of 100 x 100 x 515 µm3 resolution, as described previously (Bertolo et al. 2023). After 

slice timing correction, each full mouse brain volume was acquired in 2.4 s. 

 

Power Doppler denoising 

Prior to statistical analysis, power Doppler signals were denoised using the IcoLab software (ICONEUS, 

Paris) to mitigate the effects of motion artifacts (in awake acquisitions) and hemodynamic variations from 

non-neuronal sources. The denoising process involved the following steps: 

1. Computation of confounding time series through principal component analysis (PCA) of the most 

variable time series obtained from white matter voxels, following the method outlined by Behzadi 

et al. (2007). Specifically, the top 5% most variable voxels were selected for PCA fitting, with the 

top 5 principal components retained as confounding variables. 

2. Detection of high motion volumes in awake acquisitions by identifying volumes where the 

smoothed global signal (i.e., the average power Doppler signal from brain voxels, smoothed using 

a 5-sample moving average) deviated by more than 5% from its baseline. The global signal 

baseline was determined using least trimmed square regression. Only periods of low motion 

lasting at least 20 seconds were retained, with any remaining volumes interpolated to prevent 

bias in subsequent temporal filtering. 

3. Temporal filtering of power Doppler signals and confounding time series using a Butterworth 

forward-backward bandpass filter with a frequency range of [0.01, 0.1] Hz and an order of 8. 

4. Regression of filtered confounding time series from the power Doppler signals to remove 

confounding effects. 
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Correlation matrix analysis and statistical approach 

Thanks to the registration procedure, the fUS brain volumes segmentation was performed using the Allen 

Mouse Brain atlas to extract mean rCBV signals over more than 40 brain regions of interest (ROI).  

The selected 40 regions of interest (ROI) are grouped into 6 macro-regions that include the right and the 

left part of the Isocortex, the Hippocampus, the Striatum, the Interbrain and the Amygdala. 

The Isocortex includes: Frontal pole, cerebral cortex (FRP), Primary motor area (M1), Secondary motor 

area (M2), Primary somatosensory area, hind-limb (S1HL), Primary somatosensory area, trunk (S1TR), 

Anterior cingulate cortex (ACC), Prelimbic area (PL), Infralimbic area (IL), Orbital area (OA), Agranular 

insular area, dorsal part (AID), Agranular insular area, posterior part (AIP), Agranular insular area, ventral 

part (AIV), Retrosplenial area (RSA).  The hippocampal region (HIP). The Striatum includes: Caudoputamen 

(CPu), Nucleus accumbens (NAc), Lateral septal complex (LS). The interbrain includes Thalamus (THAL) 

and Hypothalamus (HYP). The Amygdala (sAMY). 

 

The Pearson correlation coefficient was calculated between every pre-processed and normalized time-

series (from each ROI). Subject-level FC matrices were Fisher-transformed and averaged across subjects 

(n=24; naïve n=8, sham n=8, np n=8).  

These results are represented as a correlation matrix that displays the static Pearson’s correlation 

coefficients between each possible pair of regions, ranging from -1 to 1. Alternatively, the correlation 

coefficients have been represented as a circular plot (Figure 4). The ROIs were arranged in a circular layout 

and the connection between them were illustrated as links with thickness corresponding to the 

correlation coefficient between the two nodes. 

 

In order to test the connectivity differences in selected pairs of ROIs between the neuropathic and the 

control groups across different time points, we performed a two-way ANOVA test using mixed models. 

Following a significant effect of phenotype (NAIVE, Sham or NP), time (baseline, 2-weeks, 8-weeks or 12-

weeks), or interaction between time and phenotype, a post-hoc Tukey's test was applied to reveal 

statistical differences between groups after correction for multiple comparisons. The pairs of ROIs that 

showed significant differences in the correlation coefficients between the neuropathic and the control 

group are reported in the results section. 
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4 RESULTS 

Neuropathic allodynia  

The nerve injury caused by the cuff implantation results in mechanical allodynia in the lesioned paw of 

the neuropathic group (Yalcin et al. 2014) (Figure 2).  

Mechanical sensitivity was assessed for the three groups, naïve, sham and NP, before the cuff surgery at 

T0. No differences in mechanical sensitivity threshold were observed between groups at baseline (Figure 

2B-C).  

In the neuropathic group, starting from 2 weeks after the surgery, the ipsilateral paw’s mechanical 

threshold showed a decrease compared to the ipsilateral paws of the control groups (2W p= 0.0002). This 

effect remains consistent at both 8 weeks (p= 0.0021) and 12 weeks (p= 0.0003). Moreover, the 

neuropathic group exhibited a significantly decreased paw withdrawal threshold compared to the 

threshold assessed before the surgery (T0 vs 2W p<0.0001, T0 vs 8W p= 0.0002, T0 vs 12W p=0.0001) 

(Figure 2C). On the other hand, there were no differences observed between the groups in the mechanical 

sensitivity of the contralateral paw (Figure 2B). 

This result indicates the presence of mechanical allodynia in the lesioned paw of the neuropathic group, 

beginning at 2 weeks and persisting consistently at 8 and 12 weeks. The assessment of unilateral 

mechanical allodynia suggests that the neuropathic group exhibited typical neuropathic pain symptoms 

during the imaging sessions. 

 

FC alterations in a wide-range network 

The fUS imaging set-up configuration used in this study allows for whole-brain imaging. This approach 

facilitates imaging numerous brain regions simultaneously, opening to the possibility of conducting 

functional connectivity studies across all brain regions. In this study, we chose to investigate the bilateral 

functional connectivity across 40 brain regions, grouped into 6 macro-regions (Figure 3). In Figure 4 the 

correlation matrices are alternatively represented as a circular network. The averaged correlation 

coefficients were depicted as links connecting the different ROIs with varying thickness and colors, 

proportional to the strength of the correlation. 

 

The matrices and the circular networks, respectively, show a consistent pattern of correlations between 

groups and timepoints. The pattern is mostly characterized by a cluster representing the strong inter-

hemispheric connections within the isocortex. This cluster can be subdivided into three subclusters within 
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which the strength of connectivity varies between groups and overtime. The somatomotor area in the 

right hemisphere, the bilateral part of the retrosplenial cortex and the somatomotor connections in the 

left hemisphere. Those three clusters show strong correlation at baseline, followed by a decrease at 2W 

and a strong increase at 8W and 12W. 

The correlation pattern is also characterized by the strong interconnection within the interbrain regions, 

which is slightly less prominent at 2W for all phenotypes. 

These results demonstrate a consistent pattern of connectivity, indicating a good reproducibility of the 

measure between groups and time points. The robustness of this pattern enabled us to identify specific 

clusters of variability in the strength of connections across groups. 

 

Functional connectivity alterations in a specific subnetwork 

Statistical analysis revealed significant differences in the functional connectivity between the 

somatomotor and the striatum, the frontal area and the amygdala, the frontal area and the insular cortex 

(Figure 5A).  

First, at 2W after nerve injury, the connectivity between the right primary motor cortex (R-M1) and the 

left nucleus accumbens (L-NAc) was significantly reinforced in NP mice compared to the sham group 

(p=0.0225) and compared to the correlation found at T0 in the same group (p=0.0151). Moreover, at 8W 

and 12W this connectivity significantly decreases in NP mice compared to that at 2W (p=0.0337 and 

p=0.0443, respectively). This enhanced connectivity between (R)-M1 and (L)-NAc returns to baseline 

values for the subsequent time points (Figure 5B). 

Secondly, some networks exhibited a biphasic change in connectivity in NP mice compared to control 

groups (Figure 5C), characterized by an initial increase followed by a decrease: the correlation between 

the left infralimbic cortex (L-IL) and the right amygdala (R-Amy) was significantly higher in the NP group 

at 8W compared to sham (p=0.0075). However, at 12W the connectivity between those two regions was 

significantly lower compared to both control groups (SHAM p=0.022, NAÏVE p=0.0338). We can observe a 

similar evolution regarding the connectivity strength between the right prelimbic cortex (R-PL) and the 

right anterior insular cortex (R-AIV): at 2W, the correlation is significantly enhanced in NP mice compared 

to both control groups (SHAM p=0.0289, NAÏVE p=0.0032), and its Z-score value at baseline (T0) 

(p<0.0001). At 8W, the connections between R-PL and R-AIV in the neuropathic groups returned to 

baseline levels but was significantly lower than the sham group (p=0.0031) and significantly decreased 

compared to values at 2W (p=0.032). 
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These results highlight the presence of some alterations in the functional connectivity between 

neuropathic and control groups. We identified a biphasic effect overtime that involved a reinforced 

connection between frontal area and amygdala or insular cortex, at early stages of the neuropathic pain 

(2W-8W), followed by a decrease in the late stage (12W). 

 

Insights into insular cortex connectivity trends in neuropathic mice 

While the two-way ANOVA analysis did not reveal any significant effect of phenotype or time, the right 

insular cortex displayed notable shifts in connectivity patterns with several regions over time in 

neuropathic mice (Figure 6A). 

As indicated by the arrow on the graph (Figure 6B-4), an increased correlation between the right dorsal 

insular cortex (R-AID) and the right prelimbic cortex (R-PL) is observed in neuropathic mice compared to 

sham and naïve at 2 weeks post nerve injury (+ 53% vs. sham; +56% vs. naïve). Although this increase did 

not reach statistical significance due to a lack of statistical power, both control groups, namely naive and 

sham, exhibited consistent connectivity level on average compared to baseline.   

Moreover, when looking at the connectivity pattern between the ventral part of right the insular cortex 

(R-AIV) and the right amygdala (R-Amy) a late disconnection can be also observed at 12 weeks compared 

to controls (-70% vs. sham; -75% vs naïve, Figure 6B-5), although not reaching statistical significance. The 

same disconnection tendency can be observed in the latest time point between R-AIV and the right 

caudate putamen (R-CPu) in neuropathic mice (-49% vs. sham; -51% vs naïve, Figure 6B-6).  

Taken together, these findings suggest that the ipsilateral insular cortex represents a central hub that is 

differentially affected during neuropathic pain development, showing both signs of hyper- and hypo 

connectivity depending on the regions considered and the time point following nerve injury. 
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5 DISCUSSION 

Chronic pain patients suffer a disrupted quality of life, not only from the experience of pain itself, but also 

from comorbid symptoms such as depression, anxiety, cognitive impairment, and sleep disturbances. The 

heterogeneity of these symptoms support the idea of a major involvement of the cerebral cortex in the 

chronic pain condition. This study aimed at quantifying potential changes in brain resting-state functional 

connectivity during the development of neuropathic pain. Through longitudinal measurements of the 

brain functional connectivity in anesthetized naive, sham operated or lesioned mice (suffering from 

neuropathic pain), our study brings forward specific changes in brain networks involved in the emotional 

aspect of pain, but also in the adaptive response to psychological stress.  

 

Circumventing limitations in preclinical neuroimaging studies 

Imaging human patients was the first approach employed to reveal dysfunctional brain reorganization. 

These studies have been critical for identifying the brain circuitry involved in pain processing and 

modulation, and for understanding the disruption of those circuits in chronic pain. Despite the important 

information provided by imaging human subjects, there are many limitations. For example, longitudinal 

or lifespan studies in controlled conditions in humans are very difficult to perform. Conversely, in animal 

models, especially in rodent imaging studies, it is possible to overcome many of these limitations and 

provide a mechanism for back-translation of findings from humans to rodent models (Thompson and 

Bushnell 2012). In animal models more detailed, controlled, and invasive analysis can be performed. 

Therefore, we chose to conduct this study in a mouse model of neuropathic pain and longitudinally follow 

key stages of symptoms development and comorbidity progression within the disease. 

 

For a longitudinal approach, the optimal configuration for fUS imaging experiments is under anesthetized 

conditions. The anesthetized configuration usually allows transcranial imaging through the shaved skin. 

The skin needs to be shaved with a depilatory cream; however, this procedure cannot be repeated 

multiple times due to hair regrowth, particularly ingrown hair. This would result in a thicker skin layer that 

could affect the quality of the image. Therefore, the skin was cut and sutured at each imaging session. 

  

Another limitation of the anesthetized approach is in the repeated anesthesia injections. The animals 

were anesthetized five times with a mixture of ketamine and xylazine, which may have an effect on the 
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functional connectivity (Scheidegger et al. 2012; Martin 2014; Chuang and Nasrallah 2017). The global 

increase in FC overtime observed in Figure 3, might be due to the repeated doses of ketamine that we 

hypothesized could have brain-wide long-lasting effects on neural activity. 

 

Biphasic changes of FC between the Infralimbic area and the Amygdala  

The pairs of structures whose FC is modified in our study are involved in the affective-emotional aspects 

of pain. The biphasic alteration of their FC observed during the course of model development is possibly 

a sign of adaptive changes of brain networks during the chronification of pain and the development of 

comorbidities (anxiety and depression) that was previously described in this model (Yalcin et al. 2014; 

Barthas et al. 2015). 

 

The amygdala plays a key role in processing emotional aspects of pain, such as fear, anxiety, and stress 

responses (Neugebauer 2020; Ji et al. 2024). The IL, on the other hand, is implicated in cognitive processes 

such as attentional control, decision-making, and extinction learning, which can modulate the experience 

of pain. Anatomical studies in rodents and other animals have demonstrated direct projections from the 

IL to different nuclei within the amygdala, including the basolateral amygdala (BLA) and the central 

nucleus of the amygdala (CeA) (Wood et al. 2019). These IL afferents modulate amygdalar activity. 

Conversely, the amygdala also sends projections back to the IL, forming reciprocal connections between 

these regions. This bidirectional connectivity allows for the integration of emotional information 

processed by the amygdala with cognitive and executive functions mediated by the IL. 

  

The medial PFC undergoes dynamic changes in chronic pain conditions, with an overall deactivation, due 

to both an input-specific depression of excitatory glutamatergic inputs, and potentiation of GABAergic 

inhibition (Jefferson, Kelly, and Martina 2021). Both the prelimbic area (PL) and the amygdala play 

important roles in the processing of physical stress (Godoy et al. 2018). The central nucleus of the 

amygdala (CeA) participates in autonomic response integration. The mPFC is also actively involved in 

different stress responses in general, PL and Infralimbic (IL) regions coordinate a top-down control in these 

mechanisms. The amygdaloid complex also participates in psychological stress circuitry and with PFC 

disruption its involvement becomes more prevalent, and the circuitry switches to a bottom-up control. 

  

In our study, the FC between the IL and the amygdala changed over the course of the disease, with a 

significant reduction in both sham and neuropathic animals at 2 weeks post lesion, compared to naïve 
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mice. As these changes are common to both groups of animals who undergo post-surgical pain, our 

hypothesis is that such an increase is due to post-surgical pain. 

Interestingly, at 8 weeks post lesion, these changes disappear in sham animals but persist in neuropathic 

pain animals, suggesting long-lasting pain-related mechanisms. At this time point, the FC is surprisingly 

increased compared to both control groups (naïve and sham). Finally, at 12 weeks post lesion, the FC 

between the IL and the amygdala is decreased again compared to control groups. 

  

Considering previous clinical observations of enhanced FC between the amygdala and multiple cortical, 

subcortical regions in pediatric CRPS patients compared to controls (Simons et al. 2014), and alteration of 

the FC between the PrL and the amygdala in stress-induced visceral pain in rats (Wang et al. 2013), we 

hypothesize that the biphasic changes we observe in our study is due to adaptation of the mechanism of 

pain and affective processing, leading to other negative emotions.  

 

Biphasic changes of FC between the Prelimbic area and the Insula  

The insula is involved in the sensory-discriminative and affective-motivational aspects of pain processing, 

while the PL is implicated in cognitive and emotional regulation of pain. 

The PL, a region of the prefrontal cortex, and the insula, located within the cerebral cortex, are 

interconnected through neural pathways that support their functional interactions. 

These connections involve both direct and indirect pathways: Anatomical studies in rodents and non-

human primates have demonstrated direct projections from the PL to the insula. These projections 

typically originate from layers V and VI of the PL and terminate in various regions of the insula (Gehrlach 

et al. 2020), including its anterior, middle, and posterior divisions. These direct connections provide a 

means for the PL to influence the activity and function of the insula. Conversely, the PL receives 

glutamatergic inputs from the ipsilateral agranular insular cortex (Hoover and Vertes 2007). 

In our study, the FC between the PrL and the insula was increased specifically in neuropathic animals, 

exclusively at 2 weeks post lesion. Due to the known involvement of insula in the central autonomic 

network (Saper 1982; Shoemaker and Goswami 2015) and the common role for the PrL and the insula in 

stress-regulated mechanism, and in particular doing chronic stress, where long-term excitatory/inhibitory 

balance of the insular cortices have significant implications for visceral regulation, (Schaeuble and Myers 

2022; Godoy et al. 2018), our hypothesis is that this altered FC may be due to a state of long-lasting stress 
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in neuropathic animals that inevitably leads to functional rearrangement of the insula and an increased 

communications between these areas involved in stress and autonomic functions. 

 

It must be noted that other changes of FC were observed in neuropathic pain animals. However as these 

alterations were robust, but of modest sample size, the ANOVA showed no statistical changes overall 

(Figure 6). These changes involve always a part of the insula and another structure of either the limbic 

system (the amygdala), the mPFC (PL) or the reward system (CPu) tendencies. These changes are likely to 

be indicative of an adaptive plasticity in the brain networks involved in pain, its modulation and of stress 

and its physiological consequences. 

  

To conclude, this study revealed biphasic changes in functional connectivity between key brain regions 

implicated in pain processing and emotional regulation, namely the infralimbic area and the amygdala, as 

well as the prelimbic area and the insula. These alterations suggest adaptive changes in brain networks 

during the chronification of pain and the development of comorbidities, shedding light on the underlying 

mechanisms involved. These findings offer valuable implications for understanding the neurobiological 

basis of chronic pain and for the development of targeted therapeutic interventions aimed at alleviating 

both the physical and emotional burden experienced by chronic pain patients. 
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6 FIGURES 

  

Figure 1: Experimental design. (A) Experimental timeline. Von Frey test was performed at baseline before 
cuff surgery. Imaging and Von Frey test was repeated at each time point. (B) Schematic illustration of the 
experimental setup for fUS imaging on anesthetized mice. (C) schematic illustration of the multi-array 
probe which includes four acoustic lenses, separated by 2.1 mm. 
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Figure 2: Figure 2: Cuff implantation induced mechanical allodynia. (A) Schematic description of a mouse 
in the Von Frey set-up and below the illustration of contralateral and ipsilateral paw showing the 
ipsilateral as the lesioned paw in the neuropathic group. (B) Von Frey test on contralateral paw at each 
time point. (C) Von Frey test on ipsilateral paw at each time point. Showing mechanical allodynia in the 
neuropathic group’s ipsilateral paw starting at 2W, then following at  W and 12W. Data are expressed as 
mean ± SD (* comparison between NP and Sham ipsilateral paws, ** p<0.01, *** p<0.001) (# comparison 
with NP at T0, ### p<0.001, #### p<0.0001) (T0: Naïve n=8, Sham n=8, NP n=8; 2W: Naïve n=8, Sham n=7, 
NP n=8; 8W: Naïve n=8, Sham n=7, NP n=6; 12W: Naïve n=7, Sham n=6, NP n=6). 

 

 

Figure 3: Functional Connectivity alterations in a wide-range network. Correlation matrices 
representation. Resting-state correlation matrices, displaying the mean Pearson correlation coefficient 
between 40 selected ROIs in a color-coded range from -1 to 1. 
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Figure 4: Functional Connectivity alterations in a wide-range network. Circular network representation. 
Alternative representation of the correlation matrix as a circular network with the 40 ROIs displayed in a 
circular layout and the connection between them illustrated as links with thickness corresponding to the 
correlation coefficient between the two nodes. 
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Figure 5: Functional connectivity alterations in a specific subnetwork. (A) Schematized illustration of two 
subnetworks showing significant functional connectivity alterations. Somatomotor area and striatum. 
Frontal area, amygdala and insular cortex. (B-C) Division of subnetwork showing a reinforced connection 
at 2W (B) and a biphasic effect overtime (C). The increase in connectivity is illustrated as a bold line and 
the decrease as a dotted line. The changes illustrated refer to the alterations detected in the neuropathic 
group compared to the sham group. Graphs 1, 2 and 3 represent Fisher-transformed z-score of 
correlations between pairs of ROIs at four time points (T0, 2, 8 and 12 weeks). Data are presented as mean 
± SD. *p<0.05, **p<0.01, ****p<0.0001. T0: Naïve n=8, Sham n=8, NP n=8; 2W: Naïve n=7, Sham n=7, NP 
n=8; 8W: Naïve n=8, Sham n=6, NP n=6; 12W: Naïve n=7, Sham n=6, NP n=6. 

 

 

Figure 6: Possible neuropathic effect in the connection between the insular cortex, without significant 
changes. (A) Schematized illustration of one subnetwork showing a possible neuropathic effect. The 
increase in connectivity is illustrated as a bold line and the decrease as a dotted line. The changes 
illustrated refer to the alterations detected in the neuropathic group compared to the sham group. (B) 
Graphs 1, 2 and 3 represent Fisher-transformed z-score of correlations between pairs of ROIs at four time 
points (T0, 2, 8 and 12 weeks). The two-way ANOVA did not show any significant differences between 
groups, but the data show a clear trend of connectivity alterations in the neuropathic group compared to 
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the control groups (arrow). T0: Naïve n=8, Sham n=8, NP n=8; 2W: Naïve n=7, Sham n=7, NP n=8; 8W: 
Naïve n=8, Sham n=6, NP n=6; 12W: Naïve n=7, Sham n=6, NP n=6. 
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GENERAL DISCUSSION 
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The main objective of this thesis was to decipher the temporal link between alterations in cerebral 

Functional Connectivity and the development of neuropathic pain and/or associated comorbidities in a 

mouse model of neuropathic pain using functional ultrasound imaging (fUS). We addressed the same 

scientific question using two distinct experimental approaches to overcome their respective limitations. 

These different approaches were possible thanks to the technological and engineering development in 

fUS imaging conducted in the laboratory, in close collaboration with Iconeus, who co-funded my PhD.  

The four articles presented in this manuscript followed a linear progression of fUS technological 

advancement and the consequent application to the neurobiological question. Starting by the validation 

of the experimental protocol and data acquisition in a 2D motor-translated configuration, enabled the 

investigation of the altered brain circuity in awake conditions. It followed the validation of data acquisition 

in a 3D-configuration that enabled the investigation of altered functional connectivity in a broader 

network and finally, made a longitudinal follow-up of the disease possible.  

 

Similar effects found in both studies 

Despite the differences in the experimental approaches in both studies, we observed significant changes 

in connectivity patterns, mostly in the regions involved in the affective-emotional aspect of pain, 

particularly between the frontal area and regions involved in stress-related responses (Figure 61D).  

For example, in the second article, at the 2W time point, we found changes in the connections between 

the frontal area and the Hypothalamus. Some nuclei of the Hypothalamus are involved in stress 

integration functions. In particular, the PH receives inputs from various forebrain regions and projecting 

to stress-related nuclei like the paraventricular nucleus (PVN) (Ulrich-Lai et al. 2011). The increased FC 

observed in neuropathic animals suggests active reinforcement of the hypothalamic-pituitary-adrenal 

(HPA) axis in response to ongoing spontaneous pain. 

In the fourth article, we found changes in the connections between the frontal area and the Amygdala.  

Considering previous clinical observations of enhanced FC between the amygdala and multiple cortical 

and subcortical regions in CRPS patients compared to controls (Simons et al. 2014), and alteration of the 

FC between the PrL and the amygdala in stress-induced visceral pain in rats (Figure 61C) (Wang et al. 

2013), we hypothesize that the changes observed in our study are due to adaptation of pain and fear 

processing mechanisms, leading to chronification of pain and the development of comorbidities (anxiety 

and depression). 

Moreover, in the fourth article, changes between the frontal area and the insular cortex were evidenced. 

The Prelimbic cortex and the insula have a common role in stress-regulation. Human imaging studies have 
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revealed that the insular shifts cardiac autonomic activity, possibly leading to arrhythmias (Oppenheimer 

and Cechetto 2016). Furthermore, both human and rodent studies include the insula in the central 

autonomic network (Saper 1982; Shoemaker and Goswami 2015). Our results are consistent with other 

studies suggesting that IL-insula communication during chronic stress modulates long-term 

excitatory/inhibitory balance of the insular cortices, which may have significant implications for visceral 

regulation (De Pace et al. 2020). 

 

 

Figure 61: Regions involved in stress-related responses and our study contribution. (A-B-C) (Adapted 
from Godoy et al. 2018) Schematic representation of primarily neuroanatomical substrates responsible 
for physical (B) and psychological (C) stressors processing. (D) Readaptation of the figure from Godoy et 
al. 2018 to illustrate the contribution of our study (red lines). (dotted red lines represents the results 
ANOVA ns, see article n° 4 chapter5). Prelimbic area (PL), Ventral Tegmental area (VTA), central nucleus 
of the amygdala (CeA), locus coeruleus (LC), paraventricular nucleus of hypothalamus (PVN), nucleus of 
the solitary tract (NTS), Hippocampus (HIPPO), Nucleus Accumbens (NAc), Infralimbic (IL), basolateral 
amygdala (BLA), Anterior Cingulate Cortex (ACC). 

 

Furthermore, in both studies, at the 2W time point, we identified some specific changes in the connectivity 

in both sham and neuropathic group. The changes involved mostly the frontal area, specifically, in the 

second article between IL and ACC, and also some changes within the insular cortex. In the fourth article 

between IL and Amygdala. As the changes are common to both groups of animals who undergo post-
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surgical pain, our hypothesis is that is due to post-surgical pain. Interestingly, in the later time points, 

these changes disappear in sham animals but persist in neuropathic pain animals, suggesting long-lasting 

pain-related mechanisms. Although more specific experiments are required to confirm these 

observations, these results suggest that surgical intervention induces early and short-lasting changes in 

the pain matrix.  

 

Study-specific observations 

Both studies brought forward different results: in the second article, we found a specific disconnection 

within the somatomotor network. These adaptive changes of brain network involved in sensitivity and 

pain are observed in our study at 8 weeks post lesion (and not earlier at 2 weeks). We hypothesize that 

these long-lasting rearrangements of the somatomotor network may require several weeks of altered 

electrophysiological changes to take place, as observed in neuropathic pain by Leblanc et al., (LeBlanc et 

al. 2016). In anesthetized experiments, we did not confirm such changes.  

On the other hand, in awake experiments, we found more differences in the connection with subcortical 

regions, such as thalamus and hypothalamus. Several studies have demonstrated that the connectivity 

strength between cortical and sub-cortical regions are reduced under anesthesia. Considering that 

anesthetics directly affect several neurotransmitter systems, which may lead to alterations in brain 

baseline function and responsiveness that would potentially explain the changes in the functional 

connectivity at rest (Paasonen et al. 2017). 

 

Experimental approaches 

To overcome the potential bias induced by anesthesia, we performed the first study in awake head-fixed 

conditions. However, despite intensive habituation, head-fixed conditions can induce stress, which was 

mitigated by using an alternative head-fixation apparatus called Mobile HomeCage. This apparatus 

minimizes disruption to normal behavior while ensuring head fixation (Neurotar, 

https://www.neurotar.com/the-mobile-homecage/). Nonetheless, head-restrained configuration 

presented major limitations. For example, we encountered difficulties in performing longitudinal studies, 

due to the invasiveness of the surgery required to implant the head-plate, exposing the skull permanently 

and causing infections. Several attempts were made to circumvent these problems, but we finally chose 

not to perform longitudinal studies and to compare different batches of animals, imaged at different time 

points.  

https://www.neurotar.com/the-mobile-homecage/
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Another important limitation of the awake experiments is the motion artifacts caused by the animal’s 

movements in the mobile home cage. This is even more pronounced in the most lateral para-sagittal 

sections due to the close vicinity with temporal muscles, producing strong doppler artifacts at the whole-

frame level (Tiran et al. 2017). Hence, the signals from lateral brain regions (such as the insular cortex) 

were very noisy and required extensive signal processing and strict epochs exclusion. Artifacts frequently 

led to the exclusion of acquisitions, reducing drastically the number of animals included in the final 

analysis. Secondly, the multislice approach using linear 1D transducers (as described in the first article) 

introduces a tradeoff between the number of imaged slices and the final volume rate. In order to keep a 

volume rate compatible with the sampling of spontaneous brain oscillations (i.e. > 0.4 Hz), we restricted 

the field of view to the contralateral (left) brain hemisphere. While we expected most plastic changes to 

occur in contralateral brain regions, our study didn’t allow for the capture of the entirety of the pain 

neuromatrix and overlooked any potential changes that occurred in the regions ipsilateral to the nerve 

lesion. 

 

To overcome the limitation encountered in awake conditions for longitudinal study we conducted the 

second study under anesthetized conditions. This approach allowed for a longer follow-up of neuropathic 

pain conditions, at 4 time points. The anesthetized configuration usually allows transcranial imaging 

through the shaved skin. However, this procedure could not be repeated multiple times due to hair 

regrowth, particularly ingrown hair. This would have resulted in a thicker skin layer that could affect the 

quality of the image. Therefore, the skin was cut and sutured during each imaging session. 

 

Limitations in assessing anxio-depressive like behavior in both neuropathic pain studies. 

Alongside the Von Frey test, for a comprehensive analysis of the emotional state linked with chronic pain, 

along with the changes in functional connectivity, it was essential for this study to accurately evaluate the 

anxio-depressive behaviors in the cohorts of animals. Therefore, we conducted two additional behavioral 

tests to assess the emergence of comorbidities during the time points investigated. The Novelty 

suppressed feeding (NSF) test assesses the anxiodepressive-like behavior at 8W and the Splash test 

assesses the development of depressive-like symptoms overtime. The NSF test was performed once at 

8W time point. The Splash test was performed before the cuff surgery to assess the normal grooming 

behavior and then repeated at each time point. 

We performed these tests for both neuropathic studies described in this manuscript. The results obtained 

(data not shown) for both tests did not show significative differences between the neuropathic groups 
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and the controls. The results were not consistent within each group, highlighting major variability in the 

individual behavior of the animals. 

The variability in the outcome of the responses to those tests suggests a disruption in the normal behavior. 

We hypothesized that the perturbation could be due:  

• in the awake study: to the head-post implantation 

• in the anesthetized study: to the repeated scalp incisions and anesthesia. 

Although locomotor activity, nest-building ability, and body weight remained unaffected before and after 

head-post implantation or scalp suture, both interventions might still influence responses to behavioral 

assessments such as the splash and NSF tests. It is plausible that head-post implantation procedures 

potentially impacted grooming behavior due to the general physical discomfort that might cause.  

 

Focus on Insular cortex 

We focused our investigations on specific regions known to be involved in the sensory, emotional and 

cognitive aspects of pain. As we describe already in the introduction of the manuscript (section 5.3.3.5) 

the insular cortex is known to be involved in sensory-discriminative and affective-motivational aspect of 

pain (C. Lu et al. 2016). In the process of chronification, it is known to have a role in the shift of brain 

activation from sensory to affective-emotional circuitry. Due for this important role on the chronification 

of pain we were particularly interested in investigating the functional connectivity alterations in this 

region.  

Due our interest in these brain areas, we chose carefully the planes of imaging of the first study. Para-

sagittal planes allowed us to image the maximum number of regions of interest within the shortest 

number of translations. In this first study, to capture the insula, we chose a plane at the lateral coordinate 

L=3.5mm from the midline. However, unfortunately, due to the fact that this plane includes the eye and 

due to the proximity with temporal muscles, it was consistently contaminated by artifacts coming from 

muscular movements that are disrupting the doppler signal. As we can see from the picture below, which 

represents the tissue velocity signal for the three planes. The blue signal represents the most lateral plane 

imaged, (i.e. the plane at L=3.5mm where we imaged the insula). As shown in Figure 62, the averaged 

signal from this frame contained a high level of noise compared to the other two planes.  
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Figure 62: Typical example of motion artifacts observed in fUS signals in awake conditions. Axial tissue 
velocity (in m/s) was computed from raw ultrasonic frames and represents the average tissue 
displacement over time.   
 

This in-depth signal analysis raised questions about the reliability of the fUS measure for FC study of lateral 

brain structures. Consequently, we opted to replicate this study under anesthesia to mitigate motion 

artefacts and gain deeper insights into the role of the insular cortex in neuropathic pain development and 

maintenance. Interestingly, leveraging the larger field of view enabled by the multiarray probe, our second 

study revealed that most alterations were exclusively located in the right insula (ipsilateral to the never 

lesion). This observation highlights the importance of whole-brain imaging for a more comprehensive and 

holistic understanding of the cerebral alterations in functional connectivity studies.   

 

In conclusion, our findings contribute to a deeper understanding of the complex neural mechanisms 

underlying neuropathic pain. With this work, we provide novel perspectives on the pathophysiology of 

neuropathic pain and demonstrate the capabilities and potential of fUS imaging technique in the field of 

neuroscience. 
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ABSTRACT 

Neuropathic pain is an abnormal pain sensation that persists longer than the temporal course of natural healing. It interferes with 
the patient’s quality of life and leads to several comorbidities, such as anxiety and depression. It has been suggested that chronic 
pain may result from abnormal and maladaptive neuronal plasticity in the structures known to be involved in pain perception (Bliss 
et al. 2016). This means that nerve injury would trigger long-term potentiation of synaptic transmission in pain-related areas (Zhuo 
et al. 2014). Since these regions are also involved in the emotional aspects of pain, our hypothesis is that the aforementioned 
maladaptive plasticity in these brain areas could constitute a key mechanism for the development of comorbidities such as anxiety 
and depression.  
My PhD aimed at testing this working hypothesis, through the study of brain resting state functional connectivity (FC) using 
functional ultrasound imaging (fUS) in a mouse model of neuropathic pain. FUS is a relatively recent neuroimaging technique that 
enabled numerous advances in neuroscience, thanks to its high spatio-temporal resolution, its sensitivity, but also its adaptability, 
allowing studies in anesthetized or awake animals. 
In a first study, I developed an experimental protocol allowing the brains of awake mice to be imaged in a reproducible manner and 
with minimal stress and movement artifacts and was also involved in the development of a new algorithm for the analysis of the 
signals generated by these acquisitions. As this first approach was carried out with a moving linear probe which does not allow the 
entire brain to be visualized, in a second study, I participated in the development of a new compiled and motorized probe 
technology. 
Building on these technological developments, I then used these new approaches to test my neurobiological hypothesis. I undertook 
two parallel studies in animals anesthetized for one and awake for the second, in which we studied the temporal link between 
alterations in cerebral FC and the development of neuropathic pain and/or associated comorbidities. To do this, we measured the 
resting-state functional connectivity (FC) in anesthetized and in awake head-fixed mice, at three time points: I) 2 weeks after 
induction of neuropathic pain (cuff around the sciatic nerve), II) at 8 weeks post-induction during the emergence of anxiety (8W) 
and III) at 12 weeks post-induction during the emergence of depression. This longitudinal follow-up has been conducted 
concurrently on a control group. 
Our results show significant changes in FC in major pain-related brain regions in accordance with the development of neuropathic 

pain symptoms. These findings suggest that the pain network undergoes maladaptive plasticity following nerve injury which could 

contribute to pain chronification. Moreover, the time course of these connectivity alterations between regions of the pain network 

could be correlated with the subsequent apparition of associated comorbidities. 

 

MOTS CLÉS 

Imagerie fUS, connectivité fonctionnelle, réseau de la douleur, douleur neuropathique, comorbidités. 

 

RÉSUMÉ 

La douleur neuropathique est une sensation de douleur anormale qui persiste au-delà du cours temporel de la guérison naturelle. 
Elle interfère avec la qualité de vie du patient et est associée à plusieurs comorbidités telles que l'anxiété et la dépression. Des 
études antérieures ont suggéré que la douleur chronique pourrait résulter d’une plasticité neuronale anormale et inadaptée dans 
les structures connues pour être impliquées dans la perception de la douleur (Bliss et al. 2016). Cela signifie qu'une lésion nerveuse 
déclencherait une potentialisation à long terme de la transmission synaptique dans les aires cérébrales liées à la douleur (Zhuo et 
al. 2014). Comme ces régions sont également impliquées dans les aspects émotionnels de la douleur, notre hypothèse est que la 
plasticité inadaptée susmentionnée dans ces zones cérébrales pourrait constituer un mécanisme clé pour le développement de 
comorbidités, telles que l'anxiété et la dépression.  
Au cours de ma thèse, nous avons choisi de tester cette hypothèse de travail par l’étude des altérations de la connectivité 
fonctionnelle (CF) intrinsèque des réseaux cérébraux par imagerie fonctionnelle ultrasonore (fUS) dans un modèle murin de douleur 
neuropathique. Cette technique de neuro-imagerie relativement récente a permis de nombreuses avancées en neurosciences, 
grâce à sa haute résolution spatio-temporelle, à sa sensibilité, mais aussi son adaptabilité, permettant des études chez l’animal 
anesthésié ou éveillé.  
Dans une première étude, j’ai mis au point un protocole expérimental permettant d’imager le cerveau des souris éveillées de façon 
reproductible et avec un minimum de stress et d artefacts de mouvements et ai également été impliquée dans le développement 
d’un nouvel algorithme d’analyse des signaux générées par ces acquisitions. Cette première approche étant réalisée avec une sonde 
linéaire en mouvement qui ne permet pas de visualiser l’entièreté du cerveau, dans une seconde étude, j’ai participe au 
développement d’une nouvelle technologie de sonde compilées et motorisée.  
Fort de ces développements technologiques, j’ai alors utilisé ces nouvelles approches pour tester mon hypothèse neurobiologique. 
J’ai entrepris deux études en parallèle chez des animaux anesthésiés pour l’une et éveillés pour la seconde, chez lesquelles nous 
avons étudié le lien temporel entre les altérations de la CF cérébrale et le développement de la douleur neuropathique et/ou des 
comorbidités associées. Pour cela, nous avons mesuré la CF (en période de repos) chez des souris atteintes de douleur 
neuropathique, à trois moments différents : I) 2 semaines après l’induction de la douleur neuropathique (manchon autour du nerf 
sciatique) II) à 8 semaines post-induction, lorsque l'anxiété émerge et III) à 12 semaines post-induction, lorsque la dépression 
apparait (12W). Ce suivi longitudinal a également été réalisé en parallèle sur un groupe d’animaux contrôles.  
Nos résultats indiquent des changements significatifs de la CF dans les principales régions cérébrales impliquées dans la 
transmission ou la modulation de la sensibilité ou de la douleur, suggérant la mise en place d’une plasticité inadaptée du réseau de 
la douleur, suite à la lésion nerveuse. De plus, nous observons une évolution temporelle de ces altérations, potentiellement corrélée 
à l'apparition des comorbidités associées. Ainsi, ces mécanismes pourraient participer à la chronicisation de la douleur. 
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